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Abstract

Accurate measurement of emissions (i.e. volume flow rate multiplied by concentration) is vital to the
control and reduction of air pollution. We quantify the uncertainty of flow measurements by S-type
pitot tubes in narrow exhaust stacks (diameter ≤ 0.5 m) in support of recent European Union (EU)
regulations for emissions from medium-size combustion plants. The contribution of blockage and wall
effects to the uncertainty budget is evaluated. The aim of this thesis is to characterize flow uncertainty
and to aid the development of more accurate measurement methods for volume flow rates in narrow
exhaust stacks. This thesis will provide the scientific basis for implementation of EU regulations
concerning emissions from medium-size combustion plants.

Characterization of flow fields in narrow exhaust stacks is key to accurate volume flow rate measure-
ments. We use numerical simulations to study the mean velocity profile and turbulence statistics of
fully developed turbulent flow. To investigate the impact of wall effects on measurement uncertainty,
we simulate the flow field around an S-type pitot tube in close proximity to the stack wall. In addition,
we conduct S-type pitot tube measurements at various wall-distances and bulk velocities. Through-
out this thesis, we use several uncertainty quantification techniques to evaluate the uncertainty of
numerical simulations and experiments.

Studying spatial variation in measurement uncertainty gives insight in the most suitable locations for
S-type pitot tube measurements in narrow exhaust stacks. The results of this thesis suggest that wall
effects dominate over other sources of measurement uncertainty in the near wall region. Throughout
the measurement plane, the combined uncertainty of measurement error sources exceed the impact
of blockage. We recommend to determine volume flow rates in narrow exhaust stacks by S-type pitot
tube measurements in the stack center. A correction factor can be determined to compute the volume
flow rate in a narrow exhaust stack from the maximum flow rate in the stack center.
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Chapter 1

Introduction

Poor air quality has detrimental effects on ecosystems [41], and human health [9, 53]. Since the
1970s, the European Commission has implemented legislation to reduce emissions of harmful gases in
Europe. While significant progress has been made in reducing air pollution in Europe [90, 92], the
current concentrations still exceed the World Health Organization (WHO) guideline values [37], and
air quality problems persist. Over 400,000 premature deaths and health costs of 330 to 940 billion
Euro are attributed to air pollution in the European Union (EU) each year [37]. Moreover, pollution
continues to damage vegetation and ecosystems [40].

Further reduction in the emission of pollutants is required to reach the EU long-term objective of
“achieving levels of air quality that do not give rise to significant negative impacts on, and risks to
human health and the environment” [31]. In 2013, the European Commission established the Clean
Air Policy Package for Europe [35]. This package aims at achieving full compliance with existing air
quality legislation by 2020 at the latest, and further improving air quality in Europe by 2030 and
beyond. To this end, the package sets forth to strengthen the implementation of existing legislation,
introduce stricter national emission reduction commitments, and reduce emissions from medium-size
combustion plants (≥ 1 MWth and < 50 MWth).

The novel Medium Combustion Plant Directive [38] fills the gap in legislation between the Industrial
Emissions Directive [34] covering emission from large-size combustion plants (≥ 50 MWth), and the
Ecodesign Directive [33] concerning smaller appliances (heaters and boilers < 1 MWth). Medium-
size combustion plants are used for a variety of applications such as electricity generation, residential
heating and cooling, and providing steam for industrial processes [36]. The emission limit values set
in the directive will have to be applied by 2018 for new plants and by 2025 or 2030 for existing plants,
depending on their size. Enforcement of this directive is estimated to deliver 10 to 20 percent of the
necessary reduction of emissions to reach the WHO concentration guideline values of pollutants in the
atmosphere [36].

Industry and regulators require robust methods to measure mass emissions (i.e. volume flow rate
multiplied by concentration). Nonetheless, volume flow in narrow exhaust stacks of medium-size
combustion plants has not been characterized and the magnitude of measurement error sources remains
unclear. As a result, the uncertainties reported in annual mass emission reports are not reliable and
this makes it difficult to enforce legislation. Further research to the impact of error sources in narrow
exhaust stacks is required to develop standardized measurement methods to report, and therefore
control, mass emissions for medium-size combustion plants.

This thesis provides one of the first flow studies in support of the Medium Combustion Plant Di-
rective [38] in terms of flow uncertainty sources in narrow stacks. We evaluate the contribution of
blockage and wall effects to the uncertainty budget of mass emissions. Blockage is the phenomenon of
increased volume flow between the measurement device and the walls of the exhaust stack. The smaller
the cross-sectional area of the exhaust stack is, compared to the measurement device, the larger the
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effect of blockage. Whereas blockage is insignificant to measurement uncertainty in exhaust stacks
of large-size combustion plants, its contribution to measurement uncertainty may be considerable in
narrow stacks of medium-size combustion plants.

Wall effect in flow measurement is the rapid decrease of velocity near the wall of the exhaust stack.
This phenomenon has two consequences. First, the volume flow rate in an exhaust stack is determined
from a grid of local velocity measurements. The local velocity measurements across a grid may not be
dense enough to capture the near wall region properly, resulting in an overestimation of the measured
volume flow rate. Second, shear and effects of wall proximity to the measurement device may be
sources of error in local velocity measurements. The significance of wall effects is expected to increase
in narrow stacks.

Though the influence of blockage and wall effects are relatively small, the impact on annual mass
emissions becomes significant. Mass emission values are directly related to financial profits and losses
for the plant operator when emissions are traded, for example under the EU Emissions Trading System
scheme [32]. Furthermore, plant operators require standardized methods with valid uncertainties to
reduce, and preferably remove, the risk of incorrectly reporting exceeding emission limit values. The
results of this thesis will aid the development of accurate standardized measurement methods for mass
emissions from medium-size combustion plants.

1.1 Standardization

Standardization provides a common method to measure and evaluate mass emissions. Without stan-
dardization of measurement methods and associated uncertainties, regulators and policy makers are
left making decisions based on data that may not be comparable and where uncertainties are poorly
estimated or unknown. International and European documentary standards are produced by the
International Organization for Standardization (ISO) and the European Committee for Standardiza-
tion (CEN), respectively. Standards are passed into, or referred to, in member state legislation and
provide mandatory measurement methods for industry. As a consequence, combustion plant operators
are required to demonstrate compliance with emission limit values at required uncertainties.

Currently, standard for stationary source emissions EN ISO 16911-1 [49] is used to measure volume
flow rates within exhaust stacks. The standard describes measurement methods to determine volume
flow rates within an exhaust stack based on local velocity measurements made across a measurement
plane. The local velocity measurements should be made from a suitable measurement plane, selected
according to the requirements in standard EN 15259 [39]. Standardized flow measurement techniques
include differential pressure (pitot tubes), vane anemometers, tracer gas dilution and transit time
methods.

In support of the release of standard EN ISO 16911-1 [49] in 2013, European working group CEN/TC
264/WG 23 conducted a number of laboratory and field based measurement campaigns to assess the
performance of different measurement methods for flow. A summary report with validation data of
vane anemometers, L-type, S-type, and 3D pitot tubes was published in 2011 [13]. Dimopolous et
al. [18] discuss the improvements in EN ISO 16911-1 [49] compared to standard for stationary source
emissions ISO 10780 [48] released in 1994. Standard ISO 10780 [48] had not been validated and lacked
the ability to provide measurements within the required uncertainty bounds.

Typical sources of uncertainty for measurement of volume flow rate include determination of the cross-
sectional area of the stack, uncertainty of the measurement device and variation in the flow profile
over the cross-section of the exhaust stack [18]. With the establishment of the Medium Combustion
Plant Directive [38], the need has arisen to evaluate typical sources of uncertainty of volume flow
rate measurements within narrow stacks. Stacks of medium-size combustion plants usually have a
diameter of ≤ 0.5 m, and bulk velocity of the gas flow is normally between 2 m/s and 10 m/s. We
investigate typical sources of measurement uncertainty within narrow exhaust stacks such as blockage
and wall effects.
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This thesis is part of the European project “Metrology for Air Pollutant Emissions” (IMPRESS 2).
Several national metrology institutes, universities, and research institutes in Europe collaborate in this
project to provide metrology for effective emission regulations. Technical University Delft, as well as
Dutch metrology institute Van Swinden Laboratory (VSL), are partners in this project. Project
activities include the development of validated methods for the measurement of concentration of
pollutants, establish the impact of blockage and wall effects in narrow stacks, investigate the use of
multiple measurement devices in stacks, among others. CEN and ISO standards will be produced as
direct results of IMPRESS 2.

1.2 Previous research

The emission measurement industry generally uses S-type pitot tubes for velocity measurements within
exhaust stacks of combustion plants [102, 65]. Since the 1970s, measurement uncertainty of S-type
pitot tubes has been investigated by a number of researchers. Leland et al. [65], as well as Williams
and DeJarnette [102], quantified measurement errors due to misalignment, aerodynamic interference,
turbulence, and Reynolds number. More recently, Norfleet et al. [75] tested S-type pitot tubes in an
experimental setup that allowed non-axial flow, and reported measurement errors up to 26 % in the
most extreme swirl conditions. Moreover, Shinder et al. [82] described a new facility for testing pitot
tubes at a wide range of orientations and turbulence intensities.

The capabilities of Computational Fluid Dynamics (CFD) to reproduce turbulent flows have increased
considerably over the last thirty years. This has given researchers the possibility to examine flow phe-
nomena around pitot tubes numerically. Despite various numerical studies on L-type and averaging
pitot tubes [8, 52, 99, 96], only few researchers investigated flow patterns around S-type pitot tubes.
Trang et al. [91] and Kang et al. [54] used Detached Eddy Simulation to study the effects of misalign-
ment and Reynolds number on S-type pitot tube measurements.

In addition, CFD has been used in several studies to evaluate the accuracy of local flow measurements
to obtain volume flow rates within exhaust stacks. Bryant et al. [10] reported uncertainties of ±1 %
to ±9 % in volume flow measurements depending on the number of samples and their method of
integration. Kateusz [56] obtained comparable uncertainties of approximately ±2 % to more than
±9 % for volume flow measurements in a rectangular duct. The study concluded that the uncertainty
is dependent on the number of samples, as well as the non-uniformity of the flow profile. Geršl et
al. [43] showed that in case of a bend prior to the stack, the error of the volume flow rate is dependent
on the height of the measurement plane, and reported a maximum uncertainty of ±3 %.

1.3 Outline of thesis

All work on flow measurement and uncertainty to date has been focused on stacks of large-size
combustion plants. This thesis is one of the first studies to investigate sources of uncertainty of S-
type pitot tube measurements in narrow exhaust stacks. We use numerical modeling and experimental
research to investigate flow field characteristics in narrow stacks and the impact of blockage and wall
effects on the uncertainty of S-type pitot tube measurements. This thesis will provide a scientific basis
for EU regulations concerning mass emissions from medium-size combustion plants.

Research Objective

Quantify the impact of blockage and wall effects on measurement uncertainty of
volume flow rates within narrow stacks to aid the development of standard

measurement methods for mass emissions from medium-size combustion plants.
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We use several methods to quantify the uncertainty of numerical and experimental results in this
thesis. Chapter 2 gives a literature review of uncertainty quantification. We define the concepts
of error and uncertainty. Furthermore, we explain three approaches for uncertainty propagation:
sensitivity methods, Monte Carlo methods, and polynomial chaos methods. Moreover, we discuss
validation and verification of numerical models. A detailed literature review of standard measurement
practice for determining mass emissions from combustion plants is given in Chapter 3. We focus on
sources of measurement error by S-type pitot tubes, and discuss corrections for blockage and wall
effects.

In Chapters 4 and 5, we use numerical simulations to study the characteristics of flow fields in narrow
stacks. Numerical modelling can give insight into phenomena which describe the magnitude of sources
of error. We study the mean velocity profile and turbulence statistics of fully developed turbulent gas
flow in narrow stacks in Chapter 4. In addition, we determine numerical uncertainty of the simulation
results. In Chapter 5, we simulate the flow field around an S-type pitot tube. Hereby, we focus on
flow patterns in the near wall region to investigate the impact of shear and wall proximity effects.

An experimental study of S-type pitot tube measurements in discussed in Chapter 6. The study is
conducted in the flow laboratory of VSL. We measure flow velocities at several wall-distances with an
S-type pitot tube. We estimate the measurement error, and evaluate corrections for blockage and wall
effects. Furthermore, we discuss calibration and experimental uncertainty of the measurement results.
Finally, a conclusion to this research and recommendations for the development of new standards for
volume flow rate measurement in narrow exhaust stacks are given in Chapter 7.

4



Chapter 2

Uncertainty Quantification

Uncertainty quantification (UQ) is the science of quantitative characterization of uncertainties in
both computational applications and measurements. The main objective of this thesis is quantifica-
tion of emission measurement uncertainty in narrow stacks of medium-size combustion plants. For this
purpose, we perform experiments, and characterize the flow field in narrow stacks by numerical sim-
ulations. In this chapter, we discuss methods for uncertainty quantification of numerical simulations
and experiments used in our study.

The relevant concepts to uncertainty quantification in this thesis are consistent with the definitions
used in the Standard for Verification and Validation in Computational Fluid Dynamics and Heat
Transfer [4] (ASME V&V 20-2009) of the American Society of Mechanical Engineers (ASME). The
metrological terms used for experimental uncertainty analysis in the well-known ISO Guide to the
Expression of Uncertainty in Measurement [50] (GUM) are thereby extended to apply to simulation
uncertainty. The definitions of a number of metrological concepts used in this thesis are given in the
Glossary.

2.1 Error and uncertainty

Pertinent definitions to the discussion on uncertainty quantification are the concepts of error and
uncertainty:

• error : the result of a measurement or simulation minus its true value,

• uncertainty : a parameter, associated with the result of a measurement or simulation, that
characterizes the dispersion of the values that could reasonably be attributed to the measurand
or simulation result [50].

In this context, error δ requires the knowledge of true value T and has a particular magnitude and
sign. The error in simulation parameter S is denoted by δS, and is expressed by

δS := S − T. (2.1)

Similarly, the error in experimental parameter (data) D is denoted by δD, and is expressed by

δD := D − T. (2.2)

In general, a simulation result or experimental result is corrected if the magnitude and sign of its
error are known. For an error of unknown magnitude and sign, an uncertainty u is estimated with the
idea that ±u characterizes the range containing error δ. The uncertainties corresponding to unknown
simulation error δS and unknown experimental error δD are denoted by uS and uD, respectively. In
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experimental uncertainty analysis [50], standard uncertainty uD corresponds to an estimate of the
standard deviation σ of the population of experimental data. Error δD is a single realization from the
distribution. Assuming a Gaussian distribution, the range ±uD contains error δD with a confidence
level of 68 %.

The result of a simulation or measurement is an estimate of the output quantity of interest. Expanded
uncertainty U is used to define an interval about simulation output estimate s or experimental output
estimate d within which the true value falls with a certain degree of confidence. Coverage factor k is
used to convert standard uncertainty u to expanded uncertainty U by

U = k u. (2.3)

To estimate an interval, an assumption about the probability distribution of the unknown error must
be made. Assuming a Gaussian distribution, expanded uncertainty U with a confidence level of 95 %
is computed by k = 2, and k = 3 defines an expanded uncertainty U with a confidence level greater
than 99 %. As a result, simulation parameter S and experiment parameter D are given by

S ∈ [s±US] and D ∈ [d±UD] . (2.4)

Expanded uncertainty U can be expressed as absolute value or relative value. Relative expanded
uncertainties, US/s and UD/d, are usually written as a percentage. Similarly, relative errors, δS/s
and δD/d, can be expressed as a percentage.

2.2 Uncertainty propagation

Uncertainty propagation is the process of analyzing the propagation of uncertainty from model inputs
to outputs. We consider the general framework

Y = F (X) , (2.5)

where F represents the model, X = (X1, X2, . . . , Xn) is a vector of n uncertain input parameters,
and Y is an uncertain output parameter of interest. An estimate of the quantity of interest, denoted
by y, is determined from a vector of n input estimates x = (x1, x2, . . . , xn), such that

y = F (x) . (2.6)

Numerous methods have been developed to determine the uncertainty of output estimate y. In this
section, three popular approaches are discussed: sensitivity methods, Monte Carlo methods, and
polynomial chaos methods.

2.2.1 Sensitivity methods

We will summarize sensitivity methods in this section, a detailed discussion can be found in the
GUM [50]. The standard uncertainty of output estimate y is obtained by combining the standard
uncertainties of input estimates x1, x2, . . . , xn. This combined standard uncertainty of output esti-
mate y is denoted by uc(y). The combined standard uncertainty uc(y) is the positive square root of
the combined variance

u
2
c(y) =

n∑
i=1

[ciu(xi)]
2
, (2.7)

where ci denotes the sensitivity coefficients

ci =
∂F
∂xi

. (2.8)
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The partial derivatives ∂F/∂xi describe how output estimate y varies with changes in the values
of input estimates x1, x2, . . . , xn. Likewise, a change in standard uncertainty of input estimate xi
corresponds to a variation in y of (∂F/∂xi)u(xi). Combined variance u2

c(y) can therefore be viewed
as a sum of terms, each representing the estimated variance of output estimate y generated by the
estimated variance of each input estimate xi. This suggests writing

u
2
c(y) =

n∑
i=1

u
2
i (y), (2.9)

where ui(y) ≡ |ci|u(xi). The combined variance by (2.7) and (2.9) assumes that all uncertain input
parameters are independent. Correlations must be taken into account for cases where two or more
uncertain input parameters are related, see the GUM [50] for appropriate expressions of combined
variance of correlated uncertain input parameters.

Given model F is algebraic, sensitivity coefficients ∂F/∂xi may be computed analytically. However, if
model F is numerical, finite difference differentiation is the most practical approach. The procedure is
to evaluate the model with input parameters x1, x2, . . . , xn, and to evaluate the model with perturbed
values of each of the input parameters. As a result, sensitivity coefficients ci are estimated by

ci ≈
F(x1, . . . , xi + ∆xi, . . . , xn)−F(x1, . . . , xi, . . . , xn)

∆xi
. (2.10)

Approximation (2.10) is first-order, and requires n+ 1 model evaluations.

Choosing an appropriate perturbation size ∆xi is challenging [4]. If the perturbation size is too large,
the truncation error of (2.10) will consequently be too large, and if the perturbation size is too small,
round-off errors become significant. By using model evaluations in the proximity of output estimate y,
sensitivity methods do not capture highly nonlinear behaviour in the parameter space. In contrast,
Monte Carlo methods and polynomial chaos methods sample the entire parameter space and are
considered more reliable for uncertainty propagation of numerical models.

2.2.2 Monte Carlo methods

Monte Carlo methods typically involve the analysis of a large number of model evaluations with various
combinations of model parameters. Monte Carlo methods require probability density functions (PDFs)
to represent the uncertain input parameters X1, X2, . . . , Xn. A sample set of size k is randomly
generated from the distribution of each uncertain input parameter X, such that

X = {X1, X2, . . . , Xk}, (2.11)

where Xk denotes the kth sample of uncertain input parameter X. To ensure representation of the
entire parameter range, large sample sets must be generated. Model (2.5) is evaluated for each sample,
such that

Y j = F(Xj), (2.12)

where sample Xj is a vector of model inputs formed by combination of elements from each sample
set.

An estimate of the uncertain output parameter of interest, denoted by y, is the arithmetic mean of
the population of model outputs

y ≈ Y =
1

N

N∑
j=1

F
(
Xj
)
, (2.13)

where N is the total number of model evaluations. The standard uncertainty of output parameter of
interest Y is equal to the positive square root of the variance of the population of model outputs

u(y) ≈
√
σ2(y), (2.14)
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where

σ2(y) ≈ 1

N − 1

N∑
j=1

(
F
(
Xj
)
− Y

)2
. (2.15)

The disadvantage of Monte Carlo methods is the large number of model evaluations required to
construct a reasonable estimate of quantity of interest Y . Monte Carlo methods typically exhibit a
slow convergence rate of O(1/

√
N) [85], hence the number of model evaluations must be increased

by a factor 100 to gain an additional order of accuracy. Generally, structured sampling techniques
exhibit higher convergence rate. An effective structured method is Latin Hypercube sampling, see, for
example, Helton and Davis [47]. The range of the PDF of each uncertain input parameter is divided
into m disjoint intervals of equal probability, such that each interval has a probability of 100/m
percent. Sample sets for each uncertainty input parameter X are generated by random element
selection from each interval. Using either random or structured sampling, the adequate number of
samples Xj for statistical convergence and sufficiently accurate representations of the distribution of
uncertain output parameters remains debatable [4].

2.2.3 Polynomial chaos methods

In this section, we summarize non-intrusive polynomial chaos methods. Polynomial chaos methods
are described in detail by Le Mâıtre and Knio [63], and Xiu and Karniadakis [105]. The concept of
polynomial chaos methods is to approximate the PDFs of uncertain model parameters with a series
expansion of orthogonal polynomials. Each uncertain input parameter of (2.5) can be approximated
by

X ≈
p∑
i=0

aiΩi(ξ), (2.16)

where Ωi are orthogonal polynomial functions of the one-dimensional random parameter ξ, ai are
known spectral mode strengths of the input parameter, i denotes the mode of the polynomial function
and p the order of the one-dimensional basis. We choose the type of polynomials according to the
PDF of the uncertain input parameters (Table 2.1). For example, for X sampled from a Gaussian
PDF, Ωi are one-dimensional Hermite polynomials

Ωi(ξ) =


1 for i = 0,

ξ for i = 1,

−1 + ξ2 for i = 2,

· · ·

(2.17)

where ξ is a standardized Gaussian random parameter with zero mean and unit variance, i.e. normal
distribution: N [0, 1]. An expansion of a Gaussian PDF with Hermite polynomials up to order p = 1
is exact [55], such that

X = a0 + a1ξ, (2.18)

where a0 is the mean, and a1 is the standard deviation of the PDF.

Table 2.1: Correspondence of the type of orthogonal polynomials and PDF distribution of the uncer-
tain input parameters.

PDF of X Polynomials {Ωi(ξ)}
Gaussian Hermite
Uniform Legendre
Gamma Laguerre

Beta Jacobi
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Analogous to (2.16), each uncertain output parameter of the model (2.5) can be approximated by an
expansion. In general, the uncertain output parameter depends on all uncertain input parameters,
yielding the expansion

Y ≈
P∑
i=0

biΨi(ξ), (2.19)

where bi are the unknown spectral mode strengths of the output quantity, P is the order of the n-
dimensional polynomial basis, and Ψi are orthogonal polynomial functions of the n-dimensional vector
of random input parameters

ξ = (ξ1, ξ2, . . . , ξn) . (2.20)

In general, the type of output distribution is unknown. Hence, a high enough order of polynomials is
required to provide reasonable approximations. The number of expansion terms of (2.19) is determined
by

P + 1 =
(p+ n)!

p! n!
. (2.21)

Note that the model output is expanded on an n-dimensional basis and will generally depend on
all uncertain input parameters. The unknown spectral mode strengths bi of (2.19) are numerically
evaluated by evaluating the model output at a set of collocation points. P + 1 samples of the random
input parameter ξ are generated according to the sampling strategy of choice. For each sample ξj ,
the model output is evaluated, such that

Y j = F
(
Xj
)
. (2.22)

Rearranging (2.19) yields a linear system
Ω0(ξ0) Ω1(ξ0) · · · ΩP (ξ0)
Ω0(ξ1) Ω1(ξ1) · · · ΩP (ξ1)

...
...

...
Ω0(ξP ) Ω1(ξP ) · · · ΩP (ξP )



b0
b1
...
bP

 =


Y 0

Y 1

...
Y P

 , (2.23)

with P + 1 unknown spectral mode strengths b0, . . . , bP . The right-hand side vector contains the
model outputs from (2.22). After solving (2.23) for the spectral mode strengths, output estimate y
and variance u2(y) are computed by [57]

y = b0, (2.24)

u
2(y) =

P∑
i=1

b2i . (2.25)

2.3 Verification and validation

Numerical simulations are simplifications of reality that are based on many different types of approx-
imation. Computational fluid dynamics (CFD) models reduce the complexity of reality through its
governing equations which are solved by a finite number of elements, time steps, iterations, digits
precision, and so on. Consequently, simulation parameter S may have a high accuracy, or its estimate
may be far from true value T . Quality assessment of numerical model F is commonly denoted as
verification and validation.

Roache [78] defines the two concepts as: ”verification is a purely mathematical exercise that intends
to show that we are solving the equations right, whereas validation is a science/engineering activity
that intends to show that we are solving the right equations”. Verification is concerned with numer-
ical error/uncertainties whereas validation deals with modelling error/uncertainties. Verification is
composed of two different activities [4]: code verification and solution verification. Code verification
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True value T

Experimental data D Simulation data S

Validation comparison error

E = S −D

δD

δmodel

δinput

δnum

Figure 2.1: Verification and validation process of CFD models. Adapted from ASME V&V 20-2009 [4].

is the process of determining that the CFD code is mathematically correct and involves error evalua-
tion from a known solution. By contrast, solution verification is the process of estimating numerical
uncertainty while the exact solution is unknown.

The discussion on how to approach verification and validation of CFD models is ongoing and discussed
in several forums, for example, the American Institute of Aeronautics and Astronautics (AIAA) [1], the
American Society of Mechanical Engineers (ASME) [4], the European Research Community on Flow,
Turbulence and Combustion (ERCOFTAC) [29], the American Society of Civil Engineers (ASCE) [98],
and the International Towing Tank Conference (ITTC) [51]. In this thesis, we follow the verification
and validation procedures set out in the ASME V&V 20-2009 [4] guide.

In the validation process, simulation parameter S is compared with experimental parameter D for
specified variables at a specified set of conditions. Validation comparison error E is defined as

E := S −D. (2.26)

Using (2.1) and (2.2), validation comparison error E is equal to the difference between simulation
error δS and experimental error δD

E = (δS + T )− (δD + T ) = δS − δD. (2.27)

All errors in simulation parameter S can be classified into three categories:

• model error (δmodel): the simulation error due to modeling assumptions and approximations,

• numerical error (δnum): the simulation error due to the numerical solution of the equations,

• input parameter error (δinput): the simulation error due to errors in the simulation input pa-
rameters.

Therefore, simulation error δS is equal to the sum of the three contributions, such that

δS := δmodel + δnum + δinput. (2.28)

A schematic overview of the sources of error and validation process is shown in Figure 2.1. By
combining (2.27) and (2.28), model error δmodel can be written as

δmodel = E − (δnum + δinput − δD) . (2.29)
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After obtaining simulation parameter S and experimental parameter D, the sign and magnitude of
validation comparison error E are known. However, the signs and magnitudes of numerical error
δnum, input parameter error δinput, and experimental error δD are unknown. The standard uncer-
tainties corresponding to these errors are denoted by unum, uinput, and uD, respectively. Following
Coleman and Stern [15], validation standard uncertainty uval is defined as an estimate of the standard
deviation of the population of the combination of errors (δnum + δinput − δD). Assuming the errors to
be independent, validation standard uncertainty uval may be obtained from

uval =
√
u2

num + u2
input + u2

D. (2.30)

Considering (2.29), [E ± uval] characterizes a range containing model error δmodel. Assuming a Gaus-
sian distribution, model error δmodel falls within the interval

δmodel ∈ [E ±Uval] , (2.31)

where Uval = 2uval at the 95 % confidence level.

2.3.1 Numerical uncertainty

Numerical error δnum of a CFD model has several components. Following Roache [78], and Eça and
Hoekstra [20, 22], we distinguish: round-off error δround−off , iterative error δiter, and discretization
error δdiscr

a. As a result, numerical error δnum is defined as the sum of the components

δnum = δround−off + δiter + δdiscr. (2.32)

Numerical error δnum is unknown, hence numerical uncertainty unum is estimated.

Round-off error

Round-off error δround−off is the difference between the mathematical exact value and the numerical
value stored in the memory of the machine limited by a finite precision. Though this error is normally
very small, it can be significantly magnified through successive operations. Generally, the importance
of the round-off error increases with grid refinement. Eça and Hoekstra [22] state that for smooth
solutions, the round-off error can be kept at negligible levels using 15 digits precision. Furthermore,
the use of double-precision is generally sufficient to ensure negligible round-off errors according to the
same researchers [23], so that

δnum ≈ δiter + δdiscr. (2.33)

Iterative error

Iterative error δiter is originated by the non-linearity of the system of partial differential equations
solved in CFD. The iteration process seeks to find a series of approximate solutions to the Navier-
Stokes equations by starting with an initial guess. The difference between the solution converged to
a given convergence criterion and the solution converged to machine precision [97]. Convergence to
machine precision, though possible in principle, is usually not achieved in industrial CFD applications
due to the complexity of the simulated flow or limited CPU time.

A commonly used rule of thumb is to require at least three orders of magnitude decrease in normalized
residuals for each equation solved over the entire computational domain. The ASME V&V 20-2009 [4]
framework warns that this insufficient, even for basic accuracy. The suggested approach is to chose
convergence criterion such that iterative error δiter is negligible in comparison to discretization error

aOther researchers, for example Stern et al. [87] and Wilson et al. [103], also identify an error contribution due to
adjustable input parameters to the CFD model. This error is treated separately in this thesis, as well as in the ASME
V&V 20-2009 [4] framework, by δinput.
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δdiscr. This does not necessarily require iteration to converge at machine precision. Assuming a
negligible round-off error δround−off , the numerical error is estimated by

δnum ≈ δdiscr. (2.34)

Eça and Hoekstra [22] developed and justified an approach for estimation of iterative error δiter

using the Method of Manufactured Solution as exact solution to the simulated problem. The study
shows that in case of non-negligible iterative errors, discretization error δdiscr increases. Eça and
Hoekstra [22] conclude that iteration error δiter needs to be two to three orders of magnitude smaller
than discretization error δdiscr to guarantee a negligible influence.

If iterative error δiter cannot be neglected, its standard uncertainty uiter should be added to discretiza-
tion standard uncertainty udiscr to compute numerical uncertainty unum. Stern et al. [87] propose the
following expression for the numerical uncertainty

unum, a =
√
u2

discr + u2
iter, (2.35)

which assumes that the two sources of uncertainty are uncorrelated. In contrast, Eça and Hoekstra [22]
claim that the two sources of uncertainty are correlated and it is not conservative to use root mean
square addition. Rather, the two terms should be added arithmetically

unum, b = udiscr + uiter, (2.36)

to obtain a reliable estimate of numerical uncertainty unum. The views of Eça and Hoekstra have been
adopted by the ASME V&V 20-2009 [4] framework, and shall be used in this thesis. Furthermore, the
guide states that for time-dependent simulations, iterative convergence should be checked at every
time-step, and convergence trends should be documented for key variables.

Discretization error

Discretization error δdiscr is a consequence of the approximations embodied (finite difference, finite
volume, finite element, et cetera) in the transformation of partial differential equations into a system of
algebraic equations. Therefore, varying the grid resolution leads to different results, and the magnitude
of discretization error δdiscr is expected to decrease with grid refinement. Discretization error δdiscr is
estimated by simulating values of key variables ϕ with grids of different resolution.

In case the range of grid resolutions is low, grid refinement does not lead to a converging solution but
rather to unpredictable jumps in the solution. This range of grid resolutions is called the stochastic
range. If the resolution is high enough to capture most of the flow features that affect the solution,
further grid refinement leads to an asymptotically converging solution. This range of grid resolutions
is called the asymptotic range. Figure 2.2 demonstrates the stochastic and asymptotic range for
key variable ϕ. The tendency of the grid convergence can be either monotonic or oscillatory, and
distinguishing the asymptotic range from the stochastic range may be virtually impossible in complex
CFD applications [23]. Eça and Hoekstra [21] identify the lack of geometrical similarity of grids as the
main contributor to scatter in the data. Other sources are the use of flux limiters, commonly used in
the discretization of convective terms, as well as damping functions and switches between turbulence
models.

Discretization error δdiscr of the solution of an integral or local flow quantity is commonly estimated
by Richardson extrapolation (RE). The assumed one-term expansion of discretization error δdiscr is

δdiscr ' δRE = ϕi − ϕ0 = αhpi , (2.37)

where ϕ0 is an estimate of the exact solution, α is a constant, hi is the representative cell size, and p
is the observed order of convergence. Estimated error δdiscr is usually extended by a safety factor Fs

to obtain the discretization expanded uncertainty Udiscr at the 95 % confidence level

Udiscr = Fs |δdiscr|. (2.38)
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Figure 2.2: Impression of the stochastic range and asymptotic range. Key variable ϕ as function of
representative cell size h. Solid line: fit of the solution in the asymptotic range. Adapted from Viola
et al. [97].

The estimated interval containing exact solution ϕ0 with 95 % coverage is

ϕ0 ∈ [ϕi ±Udiscr] . (2.39)

The following assumptions are inherent to the application of (2.37) [23]:

• The grids must be in the asymptotic range to guarantee that the leading term of the power
series expansion is sufficient to estimate the error.

• The grids are geometrically similar so that grid properties like skewness and orthogonality remain
unaffected.

These requirements are easy to satisfy for simple problems and a reliable error estimation is feasible.
However, for complex problems it is an exception rather than a rule that the conditions for the reliable
use of (2.37) are met. The requirement for data in the asymptotic range often means levels of grid
refinement beyond those normally used in practical applications [24, 25, 26].

The ASME V&V 20-2009 [4] framework proposes a five-step procedure for estimation of discretization
expanded uncertainty Udiscr. The Grid Convergence Index (GCI) method is based on research by
Roache [78] and assumes a one-term expansion of discretization error δdiscr (2.37). The approach
requires sets of three grids to obtain order of convergence p. The resulting GCI corresponds to
discretization expanded uncertainty Udiscr at 95 % confidence level. The ASME framework stresses
that the application of the GCI is often difficult in practical problems because the estimated GCI
values are very sensitive to scatter and oscillations in the data. Local values of key variables ϕ may
not exhibit smooth, monotonic dependence on grid resolution, and integral quantities are usually more
likely to converge monotonically.

The Least Squares version of the GCI method was pioneered by Eça and Hoekstra [19, 20] and aims
to provide a more robust method to use in complex problems. Likewise the original approach, the
Least Squares version assumes a one-term expansion of discretization error δdiscr (2.37). The method
requires a minimum of four grids to predict discretization expanded uncertainty Udiscr. The ASME
V&V 20-2009 [4] framework states that the Least Squares version of the GCI is currently the most
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robust and tested method available for the prediction of discretization uncertainty. In the most
recent publication [23] on the Least Squares method by Eça and Hoekstra, three other estimators of
discretization error δdiscr are evaluated when (2.37) fails to provide a reliable estimate.

A step-by-step guide for the application of the original GCI method and the Least Squares version is
included in Appendix A.

2.3.2 Input parameter uncertainty

In CFD simulations, output parameter of interest S is determined from n input quantitiesX1, X2, . . . , Xn

through a computational model F

S = F(X1, X2, . . . , Xn). (2.40)

Model F is deterministic, which means that simulation result s is computed precisely from the values
of input parameters x1, x2, . . . , xn without random variations

s = F(x1, x2, . . . , xn). (2.41)

Nevertheless, input parameters x1, x2, . . . , xn to CFD model F are usually determined experimentally
and have uncertainty associated with them. The uncertainty of the input parameters propagate
through model F to the uncertainty of the output parameter of interest.

Input parameter uncertainty uinput is the standard uncertainty of simulation parameter S due to
uncertainty in simulation input parameters X1, X2, . . . , Xn. This is a case of uncertainty propa-
gation. Popular methods to estimate uinput are discussed in Section 2.2. Sensitivity methods are
normally avoided for uncertainty propagation through CFD models since they do not capture nonlin-
ear behaviour of the system. Generally, CFD simulations are computationally expensive, hence a low
number of model evaluations is preferred. On one hand, Monte Carlo methods typically require more
simulations to reach convergence in comparison to Polynomial Chaos methods. On the other hand,
Monte Carlo methods are easier to implement.

When using a coarse grid for input uncertainty analysis, uinput can be dependent on unum. If both
uinput and unum are comparable in size, the ASME V&V 20-2009 [4] framework recommends to
determine uinput on the finest grid used to estimate unum. In case unum << uinput, the simulations
for uinput may be performed on a coarser grid.

2.3.3 Uncertainty of experimental data

In most experiments, a measurand D is not measured directly, but is determined from n other pa-
rameters X1, X2, . . . , Xn through a mathematical model F

D = F(X1, X2, . . . , Xn). (2.42)

For example, the emission rate of a combustion plant is determined from measurements of concen-
tration of pollutants, and volume flow rate within the exhaust stack. The latter is again determined
from a number of local velocity measurements. In case a pitot tube is used, these measurements are
again dependent on calibration, measurements of differential pressure, and density. An estimate of
the measurand, denoted by d, is determined from input estimates x1, x2, . . . , xn, such that

d = F(x1, x2, . . . , xn). (2.43)

The uncertainties of input parameters X1, X2, . . . , Xn are propagated through model F to uncertainty
of measurand D. Experimental uncertainty analysis is discussed in several guides, for example, the
GUM [50], the European standard Evaluation of the Uncertainty of Measurement in Calibration (EA-
4/02) [30], and the ASME standard Test Uncertainty (PTC 19.1-2005) [3]. In this thesis, we follow
the approach of the GUM [50], and common practice at VSL.
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The difficulty in evaluation of experimental uncertainty is formulation of mathematical model F . The
set of input parameters X1, X2, . . . , Xn may be obtained from

• Single or repeated observations,

• Corrections to instrument readings and corrections for influence quantities,

• Judgment based on experience of the metrologist,

• External sources, such as calibrated measurements standards, certified reference materials, ref-
erence data from handbooks, among others.

Furthermore, the input quantities X1, X2, . . . , Xn upon which output parameter D depends may them-
selves be viewed as measurands and may themselves depend on other quantities, including corrections
and correction factors for systematic effects. Altogether, this may lead to a complicated mathematical
model F .

In most cases, the best available estimate of an input parameter X is the arithmetic mean of N
independent observations

x = X =
1

N

N∑
k=1

Xk, (2.44)

where Xk denotes the kth observed value of input parameter X. For input estimate x, its standard
uncertainty u(x) can be classified into Type A or Type B according to its method of evaluation.
Standard uncertainties that are calculated by statistical analysis of a series of observations are classified
as Type A. The individual observations of an input parameter X differ in value because of random
variations in influence quantities. Standard uncertainty u(x) is equal to the experimental standard
deviation of the mean. In a Type A evaluation, standard uncertainty u(x) is the positive square root
of the variance of the mean

u
2(x) = σ2(X) =

σ2(Xk)

N
, (2.45)

where

σ2(Xk) =
1

N − 1

N∑
k=1

(Xk −X)2. (2.46)

In a Type B evaluation, standard uncertainty u(x) is evaluated by scientific judgment based on the
available information on the possible dispersion of x. This may include, for example, data provided
in calibration certificates, previous measurement data, the metrologist’s experience of the behaviour
of the instrument, and manufacturer’s specifications.

Generally, sensitivity methods, see Section 2.2.1, are used to determine the uncertainty of measur-
and D. Mathematical model F is an algebraic model, and sensitivity coefficients ci can be determined
analytically. Combined standard uncertainty uc(d) is used to express the uncertainty of an experi-
mental result, such that

uD = uc(d). (2.47)

2.4 Final remarks

In this chapter, we defined several concepts in uncertainty quantification, such as error, uncertainty,
verification, and validation, among others. Furthermore, we discussed different methods for the prop-
agation of uncertainty through a mathematical model. In this thesis, we use sensitivity methods
to estimate the uncertainty of our experimental results. Besides an experimental study, we perform
CFD simulations to analyze flow characteristics in narrow stacks. We validate the simulations re-
sults against experimental data. Moreover, we determine the numerical uncertainty of our simulation
results by applying the Least Squares version of the GCI method. Although first we discuss standard-
ized methods for estimating mass emissions from combustion plants. In the next chapter, we focus
on sources of error in mass emission measurement.
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Chapter 3

Measurement of Mass Emissions
from Combustion Plants

Flue gases are produced when coal, oil, natural gas, wood or any other fuel is combusted in a industrial
furnace, power plant’s steam-generating boiler, or other combustion device. Flue gases contain a
concentration of pollutants such as particulate matter, carbon monoxide, nitrogen oxides and sulfur
oxides. A stack is a type of chimney through which flue gases are emitted to the environment. The
mass emission rate ṁ of pollutants from combustion plants is calculated by multiplying the average
concentration of harmful gases c by the volume flow rate Q in the exhaust stack

ṁ = cQ. (3.1)

We focus on measurement accuracy of volume flow rate Q in narrow exhaust stacks. Whereas measure-
ment methods for emissions from large-size combustion plants have been developed and standardized,
this has not been done for emissions from medium-size combustion plants to date. In Section 3.1,
the standard practice for measurement of mass emission from large-size combustion plants is reviewed
and its applicability to narrow stacks (diameter D ≤ 0.5 m) of medium-size combustion plants is
investigated.

Volume flow rate Q in exhaust stacks is computed by multiplying the bulk velocity ubulk by the
cross-sectional area A of the exhaust stack

Q = ubulkA, (3.2)

where bulk velocity ubulk is defined as the mean flow velocity. The most common device used to
determine flow velocity in exhaust stacks is the S-type pitot tube [102, 65] shown in Figure 3.1. The
large orifices resist plugging in high particle-laden environments of exhaust stacks. Furthermore, the
compact design makes the pressure probe suitable for fitting in small diameter sampling ports. The
working principle of the S-type pitot tube and its measurement accuracy are discussed in Section 3.2.

3.1 Standard measurement practice

Volume flow rate Q in exhaust stacks of large-size combustion plants is determined according to the
Standard Reference Method (SRM) for stationary source emissions EN ISO 16911-1 [49]. This docu-
ment is written by the International Organization of Standardization (ISO), and provides guidelines
and requirements for measurements. By EN ISO 16911-1 [49], the cross-sectional area A of an ex-
haust stack is divided into a grid of N sections with equal area. Axial velocity uz is measured using
a pitot tube or vane anemometer in the center of each section. Subsequently, bulk velocity ubulk is
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flow

impact orifice

wake orifice

Figure 3.1: S-type pitot tube in an exhaust stack. The impact orifice faces the direction of the flow.

approximated by

ubulk ≈
1

N

N∑
i=1

uz,i, (3.3)

where uz,i is the time-averaged local axial velocity obtained by point measurement i.

Sufficient point measurements are necessary to characterize non-uniformities in the flow profile. The
minimum number and spacing of measurement points is dependent on the stack size. The procedures
in standard EN 15259 [39] are used to determine the number and location of measurement points in
rectangular and circular exhaust stacks. We limit our study to circular stacks since they are more
common than rectangular stacks. Standard EN 15259 [39] specifies two methods for determining the
position of measurement points in circular stacks: the general method and the tangential method, of
which the latter is illustrated in Figure 3.2. The sampling points, one at the center of each section, are
located on two or more sampling lines. The general method includes a sample point at the center of the
sampling plane whereas the tangential method does not. EN ISO 16911-1 [49] favours the tangential
method since the central point in the general method does not provide a measure of the average flow,
but rather a maximum value assuming a fully developed flow field. The required minimum number
of sampling lines and measurement points depending on the diameter and area of the sampling plane
(cross-sectional area of the stack) are summarized in Table 3.1.

To illustrate the tangential method, the location of the measurement points for a sampling plane
divided into N = 16 sections is shown in Figure 3.2. The sampling plane has two sampling lines with
each n = 8 measurement points. Distance yi of the sampling points from the stack wall is determined

Table 3.1: Minimum number of sampling lines and points for volume flow rate measurements in circular
stacks from standard EN 15259 [39].

Area of
sampling plane

Diameter of stack Minimum number
sampling lines

Minimum number
sampling points per

plane
A [m2] D [m]

< 0.1 < 0.35 - 1a

0.1 to 1.0 0.35 to 1.1 2 4
1.1 to 2.0 > 1.1 to 1.6 2 8
> 2.0 > 1.6 2 ≥ 12 and 4 per m2b

aUsing only one sampling point can give rise to errors greater than those specified in standard EN 15259 [39].
bFor large stacks, 20 sampling points are generally sufficient.
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D

yi

Figure 3.2: Measurement point positions in a sampling plane divided by the tangential method into
N = 16 sections. The sampling plane has two sampling lines with each n = 8 sampling points.

by the tangential equations

yi =
D

2

(
1−

√
1− 2i− 1

n

)
for i ≤ n

2
,

yi =
D

2

(
1 +

√
1− 2i− 1

n

)
for i >

n

2
.

(3.4)

Installation effects often found in pipe configurations upstream from the exhaust stack, such as bends,
junctions, and fans, cause disturbances in the flow field. Anwar et al. [2] showed that flow distur-
bances can persist for more than twenty diameters downstream from a bend. Non-homogeneous flow
conditions in exhaust stacks may increase the uncertainty of volume flow rate Q as insufficient point
measurements of local velocity uz are taken for an accurate representation of the flow field [10, 56, 43].
Standard EN 15259 [39] gives a set of requirements for point measurements to minimize measurement
uncertainty:

• Angle of flow is less than 15◦ with regard to the stack axis. In case this requirement is not met,
the measured axial velocity uz should be corrected for swirl following EN ISO 16911-1 [49]. The
correction modifies (3.3), such that bulk velocity ubulk is approximated by

ubulk ≈
1

N

N∑
i=1

cos(αi)uz,i, (3.5)

where αi denotes the angle of the flow with regard to the stack axis.

• No negative flow.

• A differential pressure larger than 5 Pa for pitot tube measurements. This requirement limits
the measurement of velocities below 2 m/s to 3 m/s.

• Ratio of the highest to lowest measured local velocities is less than 3:1.

Furthermore, following standard EN 15259 [39], the sampling plane has to be situated in a section
of the exhaust stack where homogeneous flow conditions and concentrations can be expected. These
requirements are generally fulfilled when:

• The sampling plane is as far upstream and downstream from any disturbance that could cause
a change in flow direction.
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• The hydraulic diameter Dh of a stack is defined as

Dh :=
4A

P
, (3.6)

where P is the perimeter of the sampling plane. Hydraulic diameter Dh provides a method for
non-circular stacks to be treated as circular for purpose of pressure drop and flow rate calcu-
lations. In circular stacks, hydraulic diameter Dh is equal to diameter D. The sampling plane
is located in a straight section of the stack with a minimum length of five hydraulic diameters
upstream and two hydraulic diameters downstream from the sampling plane. Furthermore, the
sampling plane is situated five hydraulic diameters from the top of the stack.

• The sampling plane is in a section of the exhaust stack with constant shape and cross-sectional
area.

3.1.1 Blockage and wall effects

This thesis investigates the impact of blockage and wall effects on measurement uncertainty of volume
flow rate Q. Both sources of error are considered in the SRM for measuring mass emission from large-
size combustion plants. A limitation is set in the form of a maximum percentage of blockage of the
measurement plane by the measurement device, and a correction factor is included in the calculation
of volume flow rate Q to compensate for wall effects.

As a consequence of continuity, blockage of the flow within an exhaust stack by the measurement
device increases the bulk velocity at the sampling plane. Following standard EN ISO 16911-1 [49], the
measurement device should obstruct less than 5 % of the sampling plane. Note that this is a relatively
large area. For a circular stack of D = 10 cm, the measurement device may obstruct approximately
15 cm2. This means that a pitot tube measuring velocity at the stack center may have a frontal width
of 3 cm and still comply with requirements.

Wall effects may be cause of error as point velocity measurements across a sampling plane are not
dense enough to cover the near wall area properly, resulting in an overestimation of bulk velocity.
EN ISO 16911-1 [49] refers to the United States Environmental Protection Agency (US EPA) methods
to determine a Wall Adjustment Factor (WAF) for volume flow rate Q. The WAF modifies (3.2),
such that

Q = WAFubulkA. (3.7)

flow

Figure 3.3: Sketch of the mean velocity profile within an exhaust stack. Solid line: smooth stack;
dashed line: rough stack; dotted line: bulk velocity ubulk.
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A default factor of WAF = 0.990 for brick and mortar stacks and WAF = 0.995 for all other types of
stacks is used.

The values of the default factors are based upon results of a study by US EPA [93] whereby an
overestimation of bulk velocity of 1.50 % for smooth stacks (steel) and 1.86 % for rough stacks (brick
and mortar) was found. Wall roughness influences the velocity profile of the flow field, see Figure 3.3.
By sampling at a limited number of points, the computed bulk velocity was larger for rough stacks
than for smooth stacks. The researchers computed the percent difference between the average of point
velocity measurements following standard measurement practice, and the average velocity based on
measurements taken at 2.54 cm increments across a sampling line. The measurement location closest
to the wall was at y = 2.54 cm, and the diameter of the studied stacks ranged from D = 4.4 m to
D = 10.4 m.

The WAF may also be determined by performing additional measurements near the wall according
to US EPA Method 2H [94]. By this method, the WAF is computed by the quotient of the average
velocity of the additional measurements in the near wall region, and the average velocity of the
measurements in the near wall region following standard measurement practice. This calculation
approach is however only applicable for circular stacks of diameter D > 1 m.

In addition, shear and proximity of the measurement device to the stack wall may be cause of mea-
surement error. Standard EN 15259 [39] requires that the sampling points are located either more
than 3 % of the sampling line length, or more than 5 cm, whichever is the greater value, from the wall
of an exhaust stack. Note that this restricts the region of sampling in a narrow stack considerably.
For a circular stack of D = 10 cm, the sampling grid may not include points within 5 cm from the
exhaust stack wall, and consequently low velocities in the near wall region are not included in the
computation of bulk velocity (3.3).

3.2 Uncertainty of S-type pitot tube measurements

This thesis investigates the uncertainty of measurements of mass emission from combustion plants
with the most common used measurement device: the S-type pitot tube shown in Figure 3.1. The
working principle of an S-type pitot tube is based on Bernoulli’s equation along a streamline in steady,
incompressible, inviscid flow

p+
1

2
ρu2

z + ρgz = constant, (3.8)

where ρ is the gas density, p is the pressure, g is the acceleration due to gravity, and z is the elevation
of a point above a reference plane in the direction opposite to the gravitational acceleration. Each
term in (3.8) has the dimension Pa and can be regarded as a pressure term:

• p is static pressure,

• 1
2ρu

2
z is dynamic pressure,

• ρgz is hydrostatic pressure.

At the sampling point, the hydrostatic pressure is considered to be constant, so that (3.8) is modified
to

p+
1

2
ρu2

z = ptotal, (3.9)

where ptotal is the constant total pressure along a streamline. At the impact orifice of the S-type pitot
tube, the flow is brought to rest and total pressure ptotal is measured. The working principle of the
S-type pitot tube relies on the assumption that velocity uz is zero at the wake orifice. Consequently, it
is assumed that static pressure p is measured at the wake orifice. The velocity of the flow is computed
by

uz = K

√
2∆p

ρ
, (3.10)
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where ∆p is the differential pressure across the S-type pitot tube, and K is a calibration coefficient.
Typical values of calibration coefficient K are 0.85± 0.05 [65]. Calibration coefficient K corrects for
the differential pressure ∆p across the S-type pitot tube not being equal to the difference between
total pressure and static pressure: ptotal − p.

S-type pitot tubes are normally calibrated in the wind tunnel of a national measurement institute
or an accredited calibration laboratory. The velocity profile of the wind tunnel is ascertained over a
wide range of volume flow rates Q. By applying (3.10), calibration coefficient K is calculated at a
known axial velocity uz by measurement of differential pressure ∆p across the S-type pitot tube, and
gas density ρ.

Gas density ρ is determined by

ρ =
patmM

RT
, (3.11)

where patm is the atmospheric pressure, M is the molar mass of the gas or mixture, R is the universal
gas constant, and T is the temperature. The temperature is measured using a thermocouple mounted
in close proximity to the S-type pitot tube.

The S-type pitot tube is usually installed in exhaust stacks where conditions such as temperature
and velocity are different from calibration conditions. Furthermore, the precise positioning of the
S-type pitot tube and alignment with flow direction are difficult to observe inside an exhaust stack.
These aspects may disturb velocity measurements using calibrated S-type pitot tube coefficients.
Since the 1970s, a number of studies have focused on aspects that influence the flow field and pressure
distribution around the S-type pitot tube. A variety of factors have been identified by Leland et al. [65]
that affect the accuracy of gas velocity measurements by calibrated S-type pitot tubes (referred to as
pitot tube in this section):

• Aerodynamic interference

The pitot tube is usually part of a combination probe with a thermocouple and sampling nozzle to
determine the concentration of particulate matter in the flow. The proximity of the thermocouple
and sampling nozzle may affect the flow field around the pitot tube. Leland et al. [65] found
errors of approximately −4 % for measurements with a sampling nozzle attached when the pitot
tube was calibrated without nozzle. Williams and DeJarnette [102] reported effects of −3 % to
−4 % depending on the distance between the sampling nozzle and the pitot tube.

• Misalignment

An error may occur when the orifices of the pitot tube are not aligned perpendicular to the flow
direction. The pitot tube has a yaw angle when the instrument is perpendicular to the wall but
turned around its axis (Figure 3.4a). The effect of yaw angle misalignment is symmetrical when
no sampling nozzle or thermocouple is attached. Williams and DeJarnette [102] found errors up
to −12 % for yaw angles of ±20◦, whereas some pitot tubes were able to stay within −5 %. A
more recent study by Kang et al. [54] observed errors of −2 % for yaw angles of ±10◦.

A pitot tube has a positive pitch angle when the impact orifice is turned towards the wall
and conversely negative pitch angle when the impact orifice is turned away from the wall (Fig-
ure 3.4b). Williams and DeJarnette [102] reported errors up to −12 % at pitch angles of −20◦

and errors up to 5 % at pitch angles of 10◦. The observed error at pitch angles of 15◦ and 20◦

was less than 5 %. Kang et al. [54] corroborated the observed results by reporting errors of −2 %
at −10◦ pitch angle misalignment and errors up 4 % at pitch angles of 10◦.

• Reynolds number

Reynolds number is a dimensionless quantity used to characterize fluid flow. Reynolds number
based on diameter is defined as

ReD :=
ρubulkD

µ
=
ubulkD

ν
, (3.12)
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Figure 3.4: Misalignment of an S-type pitot tube: (a) yaw angle and (b) pitch angle. Adapted from
Williams and DeJarnette [102].

where D is the diameter of a stack or pipe, µ is the dynamic viscosity, and ν is the kinematic
viscosity. At constant kinematic viscosity ν and diameter D, Leland et al. [65] performed mea-
surements for varying Reynolds numbers ReD by changing bulk velocity ubulk. The researchers
reported negative as well as positive errors with increasing Reynolds number ReD.

Normally, density ρ and dynamic viscosity µ of gases in an exhaust stack are very different
from gases in a calibration facility due to, for example, high altitude and high temperature.
This means that at the similar bulk velocities ubulk, the Reynolds number ReD of the flow
in the exhaust stack may be different than the Reynolds number ReD during calibration. It
is important to calibrate the pitot tube over a range of velocities and corresponding Reynolds
numbers ReD. If calibration coefficient K is approximately constant with Reynolds number ReD,
the error for measuring gases in an exhaust stack will be small or negligible. If not, calibration
coefficient K must be determined for Reynolds number ReD of the flow in the exhaust stack [65].

• Blockage

As discussed in Section 3.1, the pitot tube reduces the cross-sectional area of the flow slightly.
Following the continuity equation, the reduction in the flow area results in an increased measured
velocity. Leland et al. [65] added a correction for blockage to (3.10), such that

uz = K
(A−Apitot)

A

√
2∆p

ρ
, (3.13)

where (A−Apitot) is the reduced cross-sectional area of the exhaust stack when the pitot tube
is in place. Note that this correction in not included in the Standard Reference Method (SRM)
for measurements of emissions from large-size combustion stacks.

3.2.1 Effects of shear and wall proximity

Whereas the impact of blockage and wall effects on measurement uncertainty is discussed, though
briefly, in the Standard Reference Method (SRM), the effects of shear and wall proximity are not
considered. To date, no research has been done on the influence of shear and proximity of the wall on
the uncertainty of S-type pitot tube measurements. Literature is limited to studies performed with
L-type (standard) pitot tubes shown in Figure 3.5. This section gives a short overview of developed
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Figure 3.5: L-type (standard) pitot tube [81].

corrections for shear and wall proximity based on experiments with L-type pitot tubes. The fitness
of the corrections for S-type pitot tube measurements is studied in Section 6.3.

The streamline pattern of the flow is deflected when a pitot tube is positioned in close proximity to the
wall. Two mechanisms for streamline displacement are identified. In shear flow, such as the boundary
layer, the presence of the pitot tube deflects the streamlines towards a region of lower velocity. As a
result, the pitot tube registers a velocity that is higher than the velocity at the geometric center of the
pitot tube (Figure 3.6a). This interference effect can be accounted for by a displacement correction ∆y
for the location of the pitot tube

∆y

dp
= ε, (3.14)

where dp is the outer diameter of the orifices of the pitot tube. MacMillan [68] proposed the most
widely used constant value of ε = 0.15, while other researchers suggested 0.08 < ε < 0.16 (see for
example Livesey [66], and Tavoularis and Szymczak [89]). More recently, McKeon et al. [71] introduced
a value for ε dependent on the local velocity gradient

ε = 0.15 tanh (4
√
γ) , (3.15)

where γ is a non-dimensional velocity gradient

γ =
dp

2uz

duz
dy

. (3.16)

This correction asymptotes to the MacMillan value of ε = 0.15 in strong velocity gradients, and has
the advantage that it gives ε = 0 in uniform flow.

(a) (b)

Figure 3.6: Streamline displacement due to (a) shear and (b) wall proximity. From Bailey et al. [5].
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An additional mechanism for streamline displacement is present close to the wall. Considering a pitot
tube touching the wall in uniform flow, it may be expected that the streamlines are displaced away
from the wall (Figure 3.6b). This is a deflection towards the region of higher velocity. McMillan [68]
suggested that pitot tube measurements can be corrected for the proximity of the wall by application
of the following adjustment to the velocity

∆uz
uz

= 0.015 exp

[
−3.5

(
y

dp
− 0.5

)]
. (3.17)

This adjustment should be used in addition to the displacement correction (3.14) for y/dp < 2. Note
that this correction is Reynolds number ReD independent.

McKeon et al. [71] state that the effects of both shear and wall proximity for y/dp < 2 are best
corrected by

ε =


0.150 for d+ < 8,

0.120 for 8 < d+ < 110,

0.085 for 110 < d+ < 1600,

(3.18)

where d+ = dpuτ/ν. And that further from the wall, the free shear displacement correction (3.15)
should be used.

3.3 Final remarks

In this chapter, we discussed standardized methods for measuring mass emissions from combustion
plants. Volume flow rate Q is determined from a number of local velocity measurements in the exhaust
stack. We identified sources of error in S-type pitot tube measurements of local velocity uz, such as
misalignment, blockage, shear, and wall proximity. Furthermore, we identified sources of error in
computation of volume flow rate Q. A limited number of point measurements may not be sufficient
to characterize the flow profile properly. Furthermore, the measurement locations of local velocity
may be source of error. By taking no samples in the near wall region, volume flow rate Q may be
overestimated (wall effect).

The current standard measurement practice is developed for exhaust stacks of large-size combustion
plants. Applying standardized methods in narrow stacks (diameter D < 0.5 m) of medium-size com-
bustion plants raises a number of concerns. Following standard EN 15259 [39], one sampling point is
sufficient to determine volume flow rate Q in narrow stacks of D < 0.35 m, and four sampling points
are sufficient otherwise (Table 3.1). The contribution by the limited number of sampling points to
the uncertainty of volume flow rate Q is unknown.

Furthermore, the impact of blockage on measurement uncertainty is expected to be larger in narrow
stacks since a relative larger area of the sampling plane is obstructed by the measuring device. More-
over, measurements in narrow stacks are more likely to be affected by shear and wall proximity effects.
In this thesis, we use numerical simulations to investigate the flow field in narrow stacks. In addition,
we perform S-type pitot tube measurements in a narrow stack to study various sources of error and
measurement uncertainty.
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Chapter 4

Large Eddy Simulation of Gas Flow
in Narrow Stacks

Characterization of the flow field in exhaust stacks is key to accurate measurement of mass emissions
from combustion plants. We use Large Eddy Simulation (LES) to study the mean velocity profile and
turbulence statistics of gas flow in narrow stacks. Numerical modelling gives insight into phenomena
that can describe the magnitude of sources of measurement error. Our test case is gas flow in a narrow
exhaust stack (i.e. pipe) of diameter D = 0.2 m. The studied gas flow has a kinematic viscosity of
ν = 1.515 · 10−5 m2/s and bulk velocity of ubulk = 3.333 m/s, corresponding to a Reynolds number of
ReD = 44, 000.

A brief review of the characteristic mean velocity profile and turbulence statistics of fully developed
turbulent pipe flow is given in Section 4.1. We introduce the parameters that we investigate with
LES. Next, we discuss turbulence modelling and numerical methods in Section 4.2. We focus on LES
with the open-source CFD solver OpenFOAM. Furthermore, we explain the setup of our numerical
simulation, including spatial and time discretization, boundary and inlet conditions. The numerical
uncertainty of our LES is estimated by the Least Squares version of the GCI method in Section 4.3.
Moreover, we present the results of our simulations in Section 4.4.

4.1 Flow characteristics

Pipe flow is used in a wide range of engineering applications, for example, heating and cooling systems,
water supply networks, oil transport, and combustion processes. Due to its common technical applica-
tion, pipe flow has been studied extensively. Table 4.1 gives an overview of high-quality experimental
research on fully developed turbulent pipe flow.

Table 4.1: Overview of experimental research on turbulent pipe flow.

Reference Reynolds number ReD

Nikuradse (1932) [74] 4,000 6,100 9,200 16,700 23,300 43,400 105,000 205,000
396,000 725,000 1,536,000 1,959,000 2,350,000 2,790,000
3,240,000

Laufer (1954) [62] 50,000 500,000
den Toonder & Nieuwstadt (1997) [17] 5,000 10,000 17,500 25,000
McKeon et al. (2004) [70] 74,345 144,580 309,630 536,930 753,590 1,346,200

3,105,000 6,112,700 10,314,000 18,308,000 35,724,000
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The motion of viscous fluids, like gas, is described by the Navier-Stokes equations [77]. For incom-
pressible flow:

1
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(4.4)

where r is the radial, φ is the circumferential, and z is the axial coordinate.

The behaviour of pipe flow depends mainly on the ratio of inertial to viscous forces in the fluid. The
Reynolds number ReD for internal flow in pipes, previously introduced in Section 3.2, is

ReD =
inertial forces

viscous forces
=
ubulkD

ν
. (4.5)

In most practical applications, pipe flow is laminar for ReD . 2, 300, turbulent for ReD & 4, 000, and
transitional in between [11].

Most flows in engineering, including gas flows in exhaust stacks, are turbulent. Turbulent flow is
characterized by random fluctuations of swirls, called eddies, throughout the flow. The fluctuations
provide a mechanism for momentum and energy transfer. In turbulent flow, an instantaneous quantity
can be decomposed into a mean and a fluctuation [101]. The velocity component ui can be expressed
as

ui = ui + u′i, (4.6)

where ui is the time-averaged velocity component and u′i is the fluctuation. The components i rep-
resent the radial r, circumferential φ, and axial z directions. This operation (4.6) is called Reynolds
decomposition. Turbulent pipe flow is considered to be fully developed when the velocity statistics
no longer vary in the axial direction [77].

Turbulence in pipe flow is generated by shear. The total shear stress τtotal of a flow equals [101]

τtotal

ρ
= −u′ru′z︸ ︷︷ ︸

turbulent stress

+ ν
∂uz

∂(R− r)︸ ︷︷ ︸
viscous stress

, (4.7)

where R − r is the distance from the wall. The first term of (4.7) denotes the turbulent stress, also
known as the Reynolds stress, and the second term of (4.7) is the viscous stress.

4.1.1 Mean velocity profile

The mean velocity profile of fully developed turbulent pipe flow is shown in Figure 4.1a. Turbulent
flow in pipes is considered to consist of three regions, characterized by their distance from the wall:
the viscous sublayer, the wall region, and the core region [101].
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• Viscous sublayer: This is the thin layer next to the wall where viscous effects are dominant. The
velocity gradient in this layer is nearly constant and turbulent stresses are negligible. Fluctua-
tions do occur in this region, but they are induced by the turbulence above the viscous sublayer.
Wall shear stress τwall equals

τwall = ρν
∂uz

∂(R− r)

∣∣∣
r=R

, (4.8)

and wall friction velocity uτ is defined as

uτ =

√
τwall

ρ
. (4.9)

By substituting (4.9) in (4.8), the velocity profile in the viscous sublayer can be expressed by
the law of the wall:

uz
uτ

=
(R− r)uτ

ν
. (4.10)

This expression satisfies the no-slip boundary condition: uz = 0 for r = R.

• Wall region: The total shear stress is approximately constant in this layer. Experiments show
that the velocity is proportional to the logarithm of the wall distance in this region. The
logarithmic velocity profile is

uz
uτ

=
1

κ
ln

(R− r)uτ
ν

+B, (4.11)

where κ ≈ 0.41 is the Von Kármán constant, and B is an integration constant with value B ≈ 5.

• Core region: This is the region in the pipe center. The flow is completely turbulent in this
region, and viscous stresses are negligible compared to turbulent stresses.

For clarification, the non-dimensional units for velocity

u+
z =

uz
uτ
, (4.12)

and wall distance

(R− r)+
=

(R− r)uτ
ν

, (4.13)

are introduced. The viscous sublayer profile (4.10) is valid for (R− r)+
< 5, and the logarithmic

profile (4.11) is valid for (R− r)+
> 30. As a result, the mean velocity profile of turbulent pipe flow

is given by

u+
z =

{
(R− r)+

, 0 ≤ (R− r)+ ≤ 5,
1
κ ln

(
(R− r)+

)
+B (R− r)+

> 30.
(4.14)

The intermediate region 5 < (R− r)+
< 30 is referred to as the buffer layer, where both turbulent

stresses and viscous stresses are important. Figure 4.1b shows the non-dimensional mean velocity
profile of turbulent pipe flow as function of the non-dimensional wall distance.

The theory of fully developed turbulent pipe flow leads to analytic expressions such as (4.14) for
the mean velocity profile. The expressions contain free constants, for example the Von Kármán
constant κ, that can be determined from the best available experimental data. By combining analytic
expressions and studying experimental results, Gersten [44] derived formulae for the mean velocity
profile of fully developed turbulent flow in smooth pipes. We use the so-called Gersten and Herwig
profile (Figure 4.1a) as reference for our numerical and experimental results.
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uz(r)

R
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(a) (b)

Figure 4.1: Mean velocity profile of fully developed turbulent pipe flow. (a) Mean velocity uz as
function of r. Solid line: Gersten and Herwig profile [44]. (b) Mean velocity u+

z as function of
(R − r)+. Solid line: Gersten and Herwig profile [44]; dashed line: u+

z = (R− r)+; dotted line:

u+
z = 2.5 ln

(
(R− r)+

)
+ 5.

4.1.2 Friction

Pipe flow is considered to be fully developed when the pressure forces and viscous forces balance one
another. Simplifying the balance of forces leads to the expression

−1

ρ

dp

dz
=

4u2
τ

D
, (4.15)

where pressure gradient dp/dz is constant in fully developed pipe flow. From (4.15), the pressure
loss ∆p in a pipe of length L can be expressed by

∆p = f
L

D

ρu2
bulk

2
, (4.16)

where ρu2
bulk/2 denotes the dynamic pressure, and f is the Darcy-Weisbach friction factor

f = 8

(
uτ
ubulk

)2

. (4.17)

Friction factor f in fully developed turbulent pipe flow depends on Reynolds number ReD and rough-
ness of the pipe. The Colebrook equation and Moody chart can be used to determine friction factor f
of turbulent flow [11]. An estimate of friction factor f for a smooth pipe can be obtained by using
Blasius correlation [77]

f = 0.3164 ReD
−1/4. (4.18)
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4.1.3 Turbulence statistics

Two-point correlation tensor Rij characterizes the distance over which components of the fluctuating
velocity field are correlated [77]. For homogeneous turbulence, the two-point correlation is a function
of the difference between two vectors: r2 − r1. The two-point correlation for homogeneous flow is
defined as

Rij(r2 − r1) = u′i(r1)u′j(r2), (4.19)

where ri is the vector (ri, φi, zi). The two-point correlation gives insight in the spatial structure of
turbulence, and has the following properties [101]:

1. Rij(0) = u′iu
′
j ,

2. Rij(r2 − r1) = Rji(r1 − r2),

3. Rij(r2 − r1)→ 0 for: |r2 − r1| → ∞,

where the last property relates to the finite spatial dimensions of a turbulent eddy. The correlation
tensor can be used to study the length scale of turbulence. The first property indicates that the
two-point correlation reduces to the turbulent stress tensor for r2− r1 = 0. The profiles of the normal
stresses Rii(0) = u′iu

′
i are characteristic for turbulent pipe flow.

The kinetic energy (per unit mass) e of the turbulent velocity fluctuations is defined as [101]

e =
1

2
u′iu
′
i =

1

2
Rii(0), (4.20)

summed over the three coordinate directions. The energy cascade provides a relation between the
turbulent kinetic energy e and the wave numbers κ of eddies, such that

e =

∫ ∞
0

E(κ) dκ. (4.21)

where E(κ) is the turbulent kinetic energy spectrum. Figure 4.2 shows the energy cascade. Turbulent
kinetic energy e is produced in the macro-structure of the flow by instability mechanisms. Due to
interaction between eddies of various scales, energy is passed from large-scale eddies (low κ) to small-
scale eddies (high κ). The universal pattern is a k−5/3 decay in E(κ) through a wide range of wave

Figure 4.2: Sketch of the energy cascade by Berselli et al. [7].
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numbers known as the inertial range. Via this cascade process, the energy eventually ends up at the
micro-structure where the energy is dissipated into heat by viscosity. In case the turbulent pipe flow
is fully developed, the rate of energy transfer is steady and e is independent of time.

4.2 Large Eddy Simulation

Computational Fluid Dynamics (CFD) codes have been successfully applied to a wide range of flow
problems over the last two decades. With increasing computational power, more complex problems
can be simulated with higher refinement. In this thesis, we use numerical modeling to study gas
flow in narrow exhaust stacks. This section gives an overview of LES turbulence modeling with the
open-source CFD solver OpenFOAM. We discuss spatial filtering, and introduce two subgrid-scale
models: the Smagorinsky model and the WALE model. Furthermore, we discuss the setup of our
numerical simulations. This includes spatial and temporal discretization, boundary conditions, and
initial conditions.

All scales of turbulent motion are resolved in a Direct Numerical Simulation (DNS). However, this
requires a spatial and temporal resolution that often exceeds the computational resources available.
In Large Eddy Simulation (LES), the large scales of turbulent motion are resolved whereas the smaller
subgrid-scale motions are modeled. This system is computationally intensive but requires less com-
putational cost than DNS. Instead of solving the full unsteady Navier-Stokes equations, a Reynolds-
Averaged Navier-Stokes (RANS) formulation can be used whereby the unsteady velocity and pressure
field are averaged in time. RANS simulations solve for the mean flow, and introduce models for the
Reynolds stresses. The simulations are computationally cheaper than DNS, as well as LES.

We use the CFD solver OpenFOAM to perform Large Eddy Simulation (LES). The OpenFOAM code
uses a Cartesian reference frame. The Navier-Stokes equations of incompressible flow in Cartesian
coordinates are given by: 

∂ui
∂xi

= 0,

∂ui
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+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+ ν

∂2ui
∂x2

j

,
(4.22)

where i denotes the velocity components in the x, y, and z direction.

4.2.1 Spatial filtering

The working principle of LES is to resolve the large scales in the flow and to model the small scales.
The turbulent field is filtered to separate the large scale fluctuations from the small scale fluctuations.
This filter operation of a variable f is formally written as

[f(x)] =

∫∫∫
V

G(γ − x)f(x)d3γ, (4.23)

where G(γ − x) represents the filter function. A filtered variable is denoted by [. . . ], and is referred
to as the resolved scale.

A large variety of filters with different properties is available, see for a detailed discussion on different
filters, for example, Sagaut [79]. A commonly used filter by finite volume methods, including Open-
FOAM, is the ‘box’ or ‘top-hat’ filter [101]. This filter has a value of 1/Vf inside the volume Vf = ∆3

f ,
while its value is zero outside this volume, such that

G(γ − x) =


1

Vf
, for: γ − x ∈ Vf ,

0, elsewhere,

(4.24)
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where the integration volume Vf is centered around the point (x1, x2, x3). By this filter operation,
all fluctuations with a scale smaller than the filter length ∆f are removed. When ∆f is adjusted to
the characteristic size of the numerical grid ∆, it follows that the filtered velocity field represents the
macro-structure that is represented with the numerical grid.

Applying filter operation (4.23) to the Navier-Stokes equations (4.22), gives a formulation of the
equations for the filtered variables that are solved numerically. Before performing the filter operation,
the convective and viscous terms of the Navier-Stokes equations (4.22) are rewritten as

uj
∂ui
∂xj

=
∂uiuj
∂xj

, (4.25)
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)
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The filtered Navier-Stokes equations are
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The filtered product [uiuj ] is different from the product of the filtered velocities [ui] [uj ]. The difference
is the subgrid stress τij :

τij = −ρ ([uiuj ]− [ui] [uj ]) . (4.28)

Inserting (4.28) into the filtered Navier-Stokes equations (4.27) gives
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(4.29)

Subgrid stress τij (4.28) expresses how the filtered micro-structure exerts a stress on the large eddies
resulting in the energy transfer from the resolved scales to the subgrid scales. Subgrid stress τij (4.28)

can be compared to turbulent stress −u′iu′j . However, τij only describes the stress of the micro-

structure, whereas −u′iu′j is the stress on the mean flow due to all turbulence scales.

4.2.2 Subgrid-scale models

A closure hypothesis is required to solve the filtered Navier-Stokes equations (4.29). A subgrid-scale
model is used to specify closure for the effects of the micro-structure. One of the first SGS models
in literature is the Smagorinsky model [83]. In recent years, many other SGS models have been
developed, most of them based on the original Smagorinsky model. See, for example, Sagaut [79] for
an overview of available models. In this thesis, the Smagorinsky model and the Wall Adaptive Local
Eddy viscosity (WALE) model are compared and assessed.

Smagorinsky model

The Smagorinsky model for subgrid stress τij is based on an eddy-viscosity assumption

τij −
1

3
δijτkk = 2ρνsgs [Sij ] , (4.30)
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where δij is the Kronecker symbol, and νsgs is the subgrid eddy viscosity. Model (4.30) relates the
subgrid stress τij to the filtered strain rate tensor [Sij ]

[Sij ] =
1

2

(
∂ [ui]

∂xj
+
∂ [uj ]

∂xi

)
. (4.31)

The isotropic part of the subgrid stress τkk is absorbed into the filtered pressure [p], such that insert-
ing (4.30) into the filtered Navier-Stokes equations (4.29) gives
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(4.32)

where [p′] is the modified filtered pressure.

The subgrid eddy viscosity νsgs is modelled as

νsgs = L2
√

2 [Sij ] [Sij ]

= L2||Sij ||,
(4.33)

where ||Sij || is the characteristic rate of strain. Mixing length L is proportional to the filter length ∆f .
The Smagorinsky constant Cs is defined as

Cs =
L
∆
, (4.34)

where ∆ is the characteristic grid size. The effective resolution of LES can be controlled by Cs. When
L is small compared to the numerical grid, the grid is too coarse to solve all fluctuations resulting in
numerical truncation errors. On one hand, when L is large compared to the numerical grid, the grid
is sufficient to represent all large eddies. On the other hand, too many fluctuations may be filtered
away when L is chosen too large. The optimal state is found when ∆f ∼ ∆. Based on theoretical
considerations on the energy equation for the subgrid energy, it follows that Cs ∼ 0.1− 0.2 [101].

By construction, νsgs (4.33) is nonzero in case of a velocity gradient. As a result of the no-slip boundary
condition, the velocity gradient is large near a wall. However, turbulent fluctuations are damped, and
νsgs should be zero. To this end, L is commonly modified by Van Driest damping [77]

L = Cs∆

[
1− exp

(
−y+

A+

)]
, (4.35)

with the constant A+ = 26. This is a modification based on non-dimensional distance from the wall y+

y+ =
∆y uτ
ν

. (4.36)

The use of Van Driest damping function requires small values of the Smagorinsky constant for wall-
bounded flows. Values of Cs = 0.065 have been used for channel simulations, and values of Cs = 0.1
for pipe simulations [27].

In a preliminary study, we compare simulation results with various Smagorinsky constants Cs to find
an adequate value for our pipe flow simulations. Figure 4.3 shows the one-dimensional (z-direction)
energy spectrum for Smagorinsky constants Cs = 0.17 (OpenFOAM’s default value), Cs = 0.13, Cs =
0.10, and Cs = 0.07. Note that the simulation results are obtained on a coarse grid of approximately
0.3 million cells. For each of the Smagorinsky constants, we observe the characteristic slope of −5/3.
This indicates that the cut-off wave number that filters the energy spectrum in a resolved part and a
modeled part lies within the inertial range. In this thesis, we use the smallest Smagorinsky constant
of Cs = 0.07.
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Figure 4.3: One-dimensional energy spectrum for different Smagorinsky constants Cs. Dashed line:
slope −5/3; full circle: Cs = 0.07; full square: Cs = 0.10; open circle: Cs = 0.13; open square:
Cs = 0.17.

WALE model

Nicoud and Ducros [73] developed the WALE subgrid-scale model which does not need a damping
function to reproduce the effect of the no-slip condition. The WALE subgrid-scale model uses only
local information to build νsgs as follows

νsgs = L2

(
SdijSdij

)3/2
([Sij ] [Sij ])

5/2
+
(
SdijSdij

)5/4 , (4.37)

where Sdij is the traceless symmetric part of the square of the velocity gradient tensor

Sdij =
1

2

(
[gij ]

2
[gji]

2
)
− 1

3
δij [gkk]

2
, (4.38)

where [gij ] denotes the velocity gradient

[gij ] =
∂ [ui]

∂xj
. (4.39)

Likewise (4.35), filter length L = Cw∆, where Cw is a (true) constant of Cw = 0.325.

4.2.3 Spatial discretization

OpenFOAM is based on the finite volume method for discretization of partial differential equations.
The computational domain is divided into control volumes: the cells of the mesh. In OpenFOAM,
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Figure 4.4: Constant z-plane of a structured OH-grid. The mesh consists of five domains. Total
number of cells: 5 · 30 · 30 = 4500 in the constant z-plane.

the values of the variables are stored at the centroids of the control volumes. The finite volume
method, and its application to the Navier-Stokes equations is described in-depth in a large number of
publications, see, for example, Moukalled et al. [72] for a discussion oriented to OpenFOAM.

In this thesis, we study gas flow in a pipe of diameter D = 0.2 m, and length L = 1 m. The mesh
of the pipe geometry is created with the tool Pointwise. As is common for pipe flow simulations,
we use a so-called structured OH-grid, see Figure 4.4. The mesh has five domains: a square in the
center, and four domains at the wall of the pipe. In general, a higher mesh resolution gives a more
detailed solution of the flow. We study simulations with four different meshes: approximately 0.3
million cells, 1.1 million cells, 2.5 million cells, and 4.9 million cells. Figures 4.5 and 4.6 show contours
of instantaneous velocity uz over a constant z-plane and θ-plane, respectively. One can observe that
the simulations with a larger number of cells N exhibit much more fine-grain structures.

In general, discretization error δdiscr can be minimized by a fine resolution of the mesh. However,
a finer mesh increases the computational cost of a simulation significantly. In general, a trade-off
between accuracy and computational cost has to be made. We estimate discretization error δdiscr by
applying the Least Squares version of the GCI method in Section 4.3. Table 4.2 gives an overview of
the levels of mesh refinement used for estimation of discretization uncertainty udiscr.

To capture the generation of turbulence at the walls of the pipe, LES simulations require a non-

Table 4.2: Resolution and time step of meshes used to estimate discretization error δdiscr.

Label Number of cells Mesh resolution Time step

constant z-plane z-direction total ∆r+ (R∆θ)+ ∆z+ ∆t [s]

4 5 · 30 · 30 70 315000 < 1 ≈ 26 ≈ 164 5 · 10−4

3 5 · 45 · 45 105 1063125 < 1 ≈ 17 ≈ 110 2 · 10−4

2 5 · 60 · 60 140 2520000 < 1 ≈ 13 ≈ 82 2 · 10−4

1 5 · 75 · 75 175 4921875 < 1 ≈ 10 ≈ 66 1 · 10−4

34



(a) N ≈ 0.3 million (b) N ≈ 1.1 million

(c) N ≈ 2.5 million (d) N ≈ 4.9 million

Figure 4.5: Visualization of turbulent pipe flow over a constant z-plane using contours of instantaneous
uz. Dark (red) represents higher values of uz.

dimensional wall distance of

∆r+ =
∆r uτ
ν

< 1, (4.40)

where ∆r is the distance of the first cell-center from the wall of the pipe. We use a wall normal grid
spacing of ∆r = 5 · 10−5 m to ensure that r+ < 1 for all four grids. Likewise (4.40), grid spacing in
other coordinate directions is characterized by ∆(Rθ)+ and ∆z+.

A number of recommendations for mesh resolution of LES simulations can be found in literature, each
proposing approximately similar values. Kravchenko et al. [61] recommend a minimal grid spacing of
∆(Rθ)+ ' 25 and ∆z+ ' 120 for wall-bounded flows. According to Davidson [16], the required grid
resolution is ∆(Rθ)+ ' 30 and ∆z+ ' 100. Piomelli and Chasnov [76] recommend a grid resolution
for LES of ∆(Rθ)+ ' 15− 40 and ∆z+ ' 50− 150. An approximation of the mesh resolution of the
grids used in this thesis is given in Table 4.2.

4.2.4 Time discretization

For the advance of a simulation in time, it is favourable that a fluid particle does not move more than
one cell per time step ∆t. This requirement is called the Courant-Friedrichs-Lewy (CFL) condition

CFL = ∆t
( ur

∆r
+

uθ
r∆θ

+
uz
∆z

)
≤ 1. (4.41)
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(a) N ≈ 0.3 million

(b) N ≈ 1.1 million

(c) N ≈ 2.5 million

(d) N ≈ 4.9 million

Figure 4.6: Visualization of turbulent pipe flow over a constant θ-plane using contours of instantaneous
uz. Dark (red) represents higher values of uz.

The Courant number CFL varies for each cell at each time step in the simulation. Time step ∆ t of
the simulations in this thesis is shown in the last column of Table 4.2. The values are chosen such
that CFLmax < 0.8.

4.2.5 Boundary conditions

Periodic boundary conditions are frequently used in studies of turbulent pipe flow to reduce compu-
tational cost. This is justifiable if the computational domain is sufficiently long so that large eddies
are fully represented and the velocity fluctuations are uncorrelated at half the domain period [58].
Guala et al. [46] report that very large-scale motions in the outer region reach wavelengths of 8R to
16R long and large-scale motions with wavelengths of 2R to 3R occur throughout the layer.

Eggels et al. [28] performed DNS of turbulent pipe flow. The researchers used streamwise periodicity
with a computational pipe length of 10R, and reported correlations being nonzero at streamwise
separation of half the pipe length, with values of approximately 0.08 near the wall. This suggests that
their pipe length may have been insufficient. Wu and Moin [104] performed DNS of fully turbulent
pipe flow and used a pipe length of 15R. They reported correlations of 0.05 for the streamwise velocity
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components near the wall at the domain half period. To limit computational cost, we simulate flow
in a pipe of length 10R.

4.2.6 Inlet conditions

The treatment of turbulent inlet conditions for LES is a complex problem since the inlet flow must
include a stochastically-varying component as well as satisfy the Navier-Stokes equations. Introducing
a white noise random component to the expected velocity profile is not effective. The white noise does
not have the spatial and temporal coherence characteristics of turbulent flow and dissipates quickly.
Tabor and Baba-Ahmadi [88] classify the existing methods to create turbulent inlet conditions into
two categories: synthetic inlets and precursor simulation methods.

Synthetic techniques attempt to construct a random field at the inlet with suitable turbulence-like
properties. A common method is the use of Fourier techniques whereby the turbulent fluctuations
are represented by a linear sum of sine and cosine functions, with coefficients representing the energy
contained in each mode, see for example Lee et al. [64], Kondo et al. [60], and Smirnov et al. [84].
Another synthesis approach is principal orthogonal decomposition whereby (experimental) data of
instantaneous realizations are decomposed into spatial and temporal eigenvectors. See for a more
complete overview of different methods Tabor and Baba-Ahmadi [88].

Synthesis methods make it easy to specify parameters of turbulence, such as length scales and energy
levels. Furthermore, they are easy to modify if conditions change. However, synthetic inlet conditions
cannot be expected to be accurate and do no more than provide a trigger for the development of
true turbulence within an inlet section. Fairly long development lengths are necessary before realistic
turbulence is established.

Precursor simulation methods perform an explicit simulation of turbulence whose results are then
utilized at the inlet to the main domain. They generate true turbulence and are inherently more
accurate than synthetic methods. However, precursor methods are cumbersome to modify to the
required state of turbulence, and the storage of long time series is impractical.

In this thesis, we use synthetic techniques, as well as precursor techniques. First, we use synthetic
techniques to trigger turbulence and generate fully developed turbulent pipe flow. A combination of
sine and cosine function is used to represent turbulent fluctuations at the pipe inlet. Turbulent pipe
flow is initiated on a course mesh of approximately 0.3 million cells. When convergence is reached,
the results are interpolated to a finer mesh, on which the computations are continued. These results
are again interpolated to a finer mesh. Finally, the results are interpolated to the final mesh. Once
fully developed turbulence is reached, the flow characteristics are no longer dependent on the inlet
conditions.

The first simulations are a precursor to a another simulation setup. The resulting fully developed flow
profile is used as inlet condition to a second simulation. In this simulation, we model flow in a pipe
with an inserted S-type pitot tube. In this chapter, we discuss the simulation results of undisturbed
fully developed pipe flow. In Chapter 5, we present the simulations results of pipe flow disturbed by
an S-type pitot tube.

4.3 Numerical uncertainty of LES

Numerical uncertainty unum of our LES model is estimated by the procedure outlined in Section 2.3.1.
All calculations in OpenFOAM are performed with double-precision, therefore δround−off ≈ 0. Fur-
thermore, iterative error δiter is reduced to a negligible level in comparison to discretization error δdiscr.
For every time step, the residuals of the velocity components are reduced to order of magnitude 10−6,
and the residuals of the pressure are reduced to order of magnitude 10−7. As a result, the expression
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Table 4.3: Representative cell size h of meshes used to estimate discretization error δdiscr.

Label Number of cells Volume of mesh Representative cell size
N V [m3] h [m]

1 4921875 0.0314136 0.0019
2 2520000 0.0314123 0.0023
3 1063125 0.0314096 0.0031
4 315000 0.0314016 0.0046

for estimated numerical uncertainty is equal to

unum ≈ udiscr. (4.42)

The Least Squares version of the GCI method developed by Eça and Hoekstra [23] is used to determine
discretization uncertainty udiscr. Its procedure is described in detail in Appendix A.

Four grid refinement levels of approximately 0.3 million cells, 1.1 million cells, 2.5 million cells, and
4.9 million cells are selected to estimate discretization error δdiscr, see Section 4.2.3. Table 4.3 gives
an overview of representative cell size h of the selected grids, where

h =

(
V

N

)1/3

, (4.43)

V is the volume of the grid, and N is the total number of cells in the grid. The size of the finest
mesh is denoted by h1, and the size of the coarsest mesh by h4. Discretization error δdiscr is estimated
for simulations with subgrid-scale models Smagorinksy and WALE. In this section, we determine
numerical uncertainty unum of the friction factor of the flow, and of the mean velocity profile. Friction
factor f is an integral quantity of the flow, therefore it is often used in grid refinement studies.
Additionally, we determine numerical uncertainty of the mean velocity profile since this variable is of
key importance to our study on the uncertainty of flow velocity measurements.

Friction factor

We consider friction factor f of the pipe flow as key variable ϕ. Friction factor f is determined by
rewriting the Darcy-Weisbach equation, such that

f =
∆p

L

2

ρ

D

u2
bulk

. (4.44)

Furthermore, the friction factor can be determined from the Blasius correlation (4.18). This gives us
the opportunity to compare the estimated exact value of f by the Least Squares version of the GCI
method, to the expected value of f from the Blasius correlation. The expected friction factor f is

f = 0.3164 ReD
−1/4 = 0.0218. (4.45)

Friction factor f as function of number of cells N is shown in Figure 4.7. Overall, the friction
factor increases with grid refinement. Figure 4.7 shows mesh convergence, however, complete mesh
independence is not reached with the selected levels of grid refinement. The WALE model predicts a
lower friction factor than the Smagorinsky model for similar grid densities. The expected value of the
friction factor from the Blasius correlation (4.45) is higher than the simulation results. As expected,
the choice of subgrid-scale model becomes less important with grid refinement since a smaller fraction
of the turbulent kinetic energy of the flow is modeled.

Discretization error δdiscr is estimated with a (truncated) power series expansions. As previously
introduced in Section 2.3.1, the basic equation to estimate discretization error δdiscr is

δdiscr ' δRE = ϕi − ϕ0 = αhpi , (4.46)
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Figure 4.7: Friction factor f as function of number of cells N . Circle: Smagorinsky model; diamond:
WALE model; solid line: Blasius correlation (4.45).
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Figure 4.8: Friction factor f as function of representative cell size h. Circle: Smagorinsky model;
diamond: WALE model; solid line: Blasius correlation (4.45); dotted line: fit (δRE) with observed
order of convergence p for the Smagorinksy model; dash-dotted line: fit (δRE) with observed order of
convergence p for the WALE model.

where ϕ0 is the estimate of the exact solution, α is a constant, and p is the observed order of grid
convergence. Table 4.4 presents estimated exact solution ϕ0, standard deviation σ of the fit, and
observed order of grid convergence p. Superscriptw denotes the weighted version of the power series
expansion. Figure 4.8 shows friction factor f as function of representative cell size h. Furthermore,
the graph shows the fit of the weighted solution of (4.46). The estimated exact solution ϕ0 is the
value of the fit at h = 0. We observe that the estimated exact solution is approximately twice to three
times as high as expected from the Blasius correlation.
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Figure 4.9: Friction factor f as function of representative cell size h. Circle: Smagorinsky model;
diamond: WALE model; solid line: Blasius correlation (4.45); dotted line: weighted single term
expansion with first-order term (δ1); dash-dotted line: weighted single term expansion with second-
order term (δ2); dashed line: weighted two-term expansion with first and second-order terms (δ12).

The observed order of convergence is p > 0, and therefore friction factor f is considered to be
monotonically converging with grid refinement. For a second-order method, Eça and Hoekstra [23]
define an acceptable range of 0.5 ≤ p ≤ 2. On one hand, a value of p greater than the formal order of
grid convergence (p > 2) is likely to cause too small error estimates. On the other hand, if the value
of p becomes too small (p < 0.5), δRE produces too conservative error estimates (when p −→ 0, δRE

tends to infinity). The error estimates of the simulations are deemed unreliable because the observed
order of grid convergence is p < 0.5, see Table 4.4.
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Table 4.4: Estimated exact value ϕ0, standard deviation σ, and observed order of convergence p for
different fits: δRE, δ1, δ2, and δ12. Superscriptw denotes the weighted version.

δRE δw
RE δ1 δw

1 δ2 δw
2 δ12 δw

12

Smagorinksy
ϕ0 0.0770 0.0707 0.0239 0.0241 0.0211 0.0213 0.0267 0.0267
σ 3.4e−5 3.3e−5 3.2e−4 3.2e−4 6.4e−4 6.4e−4 1.9e−4 8.4e−5
p 0.0988 0.1107

WALE
ϕ0 0.0502 0.0485 0.0240 0.0242 0.0204 0.0207 0.0270 0.0271
σ 4.2e−5 4.1e−5 3.5e−4 3.5e−4 7.5e−4 7.5e−4 2.0e−4 9.2e−5
p 0.2176 0.2294

Since the observed order of convergence p does not fall within the acceptable range for reliable es-
timates of discretization error δdiscr, three other error estimators are computed with and without
weights:

• δdiscr ' δ1 = ϕi − ϕ0 = αhi,

• δdiscr ' δ2 = ϕi − ϕ0 = αh2
i ,

• δdiscr ' δ12 = ϕi − ϕ0 = α1hi + α2h
2
i .

Estimate of exact solution ϕ0, and standard deviation σ of the fit obtained by different power series
expansions are included in Table 4.4. Figures 4.9a and 4.9b show the different weighted fits for the
Smagorinsky model and WALE model, respectively. Standard deviation σ is used as a measure of
the quality of the fit. The weighted two-term expansion with first and second-order terms δw

12 has
the lowest standard deviation σ for the Smagorinsky model, as well as for the WALE model, and is
therefore selected for error estimation.

It is common to expand discretization error δdiscr by a safety factor Fs to obtain expanded discretiza-
tion uncertainty Udiscr (2.38). If the error estimation is deemed reliable, a safety factor Fs = 1.25 is
chosen, else Fs = 3. Eça and Hoekstra [23] introduce data range parameter

∆discr =
(ϕi)max − (ϕi)min

n− 1
, (4.47)

to assess the quality of the fit to obtain error estimate δdiscr. In case 0.5 ≤ p < 2.1 and σ < ∆discr,
a safety factor of Fs = 1.25 is chosen, otherwise Fs = 3. We obtained the following measures for the
quality of the fit:

• Smagorinsky subgrid-scale model: ∆discr = 0.0018,

• WALE subgrid-scale model: ∆discr = 0.0022.

Table 4.5: Discretization uncertainty Udiscr of friction factor f .

Mesh f [−] Udiscr [−]
Fs = 1.25

Udiscr [−]
Fs = 3

Smagorinsky

h1 0.0207 ±0.0076 (±37 %) ±0.0182 (±88 %)
h2 0.0194 ±0.0093 (±48 %) ±0.0221 (±114 %)
h3 0.0178 ±0.0113 (±63 %) ±0.0269 (±151 %)
h4 0.0153 ±0.0143 (±93 %) ±0.0343 (±224 %)

WALE

h1 0.0199 ±0.0090 (±45 %) ±0.0215 (±108 %)
h2 0.0184 ±0.0110 (±60 %) ±0.0262 (±142 %)
h3 0.0164 ±0.0135 (±82 %) ±0.0322 (±196 %)
h4 0.0132 ±0.0174 (±132 %) ±0.0417 (±316 %)
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Figure 4.10: Mean velocity uz as function of 1 − r/R. Solid line: Gersten and Herwig profile [44];
dotted line: h4; dash-dotted line: h3; dashed line: h2; dash-dot-dotted line: h1.

Following the guidelines by Eça and Hoekstra [23], our error estimation is unreliable, hence Fs = 3.
We note that the safety factor has a large influence on the resulting discretization uncertainty Udiscr,
therefore we compute discretization uncertainty with Fs = 1.25, as well as Fs = 3. For σ < ∆discr:

Udiscr(ϕi) = Fs |δdiscr(ϕi)|+ σ + |ϕi − ϕfit|. (4.48)

The estimated discretization uncertainty Udiscr has three components:

• Absolute value of the estimated discretization error times a safety factor,

• Standard deviation of the fit,
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• Difference between the real data point and the value obtained from the fit for the same grid
density.

Discretization uncertainty Udiscr of friction factor f is shown in Table 4.5. We observe that the
discretization uncertainty computed with safety factor Fs = 3 is extremely high. For example, for
the simulation with the WALE subgrid-scale model and finest mesh h1, the discretization uncertainty
is > 100 %. Even the discretization uncertainty computed with safety factor Fs = 1.25 seems over-
conservative. For comparison, we assume the Blasius correlation to give the true value of friction
factor f , and we compute the discretization error. For the simulation with the Smagorinksy model
and mesh h1: δdiscr = 0.0207− 0.0218 = −0.0011. Expanding the absolute discretization error with a
safety factor Fs = 1.25 gives a discretization uncertainty of ±0.0013 or ±6.6 %. This value is much
lower than the estimated discretization uncertainty by the Least Squares version of the GCI method:
±0.0076 or ±36.7 % (Table 4.5).

Mean velocity

We study mesh convergence of the mean axial velocity of the pipe flow. Figures 4.10a and 4.10b
show the mean velocity profile for simulations with the Smagorinsky subgrid-scale model and WALE
subgrid-scale model, respectively. As reference, the Gersten and Herwig profile [44] is included in the
graphs. We observe that the simulated mean velocity profile improves with grid refinement. However,
mesh independence is not reached with the selected grid resolutions.

We determine the discretization uncertainty of the mean axial velocity at locations 1 − r/R = 0.1
and 1 − r/R = 1.0 with the Least Squares version of the GCI method. The results are shown in
Table 4.6. At location 1− r/R = 0.1, the observed order of convergence is p = 0 for the Smagorinsky
subgrid-scale model and p = 1.7 for the WALE subgrid-scale model. Consequently, the discretization
error is approximated by δw

RE and Fs = 1.25 for the WALE model. The discretization error for the
Smagorinsky model is approximated by δw

12 and Fs = 3. For comparison, the expected mean velocity
by the Gersten and Herwig profile [44] is uz = 2.93 m/s. This value is just inside interval 3.10± 0.17
of the Smagorinsky model and the finest grid, but outside interval 3.09 ± 0.04 of the WALE model

Table 4.6: Discretization uncertainty Udiscr of mean velocity uz at 1− r/R = 0.1 (top) and 1− r/R =
1.0 (bottom).

Mesh uz [m/s] Udiscr [m/s]
Fs = 1.25

Udiscr [m/s]
Fs = 3

Smagorinsky

h1 3.10 ±0.17 (±5 %) ±0.41 (±13 %)
h2 3.12 ±0.20 (±6 %) ±0.47 (±15 %)
h3 3.15 ±0.23 (±7 %) ±0.56 (±18 %)
h4 3.17 ±0.28 (±9 %) ±0.62 (±20 %)

WALE

h1 3.09 ±0.04 (±1 %)
h2 3.12 ±0.08 (±3 %)
h3 3.13 ±0.09 (±3 %)
h4 3.20 ±0.18 (±6 %)

Smagorinsky

h1 3.98 ±0.45 (±11 %) ±1.06 (±27 %)
h2 3.92 ±0.52 (±13 %) ±1.24 (±31 %)
h3 3.86 ±0.59 (±15 %) ±1.41 (±37 %)
h4 3.84 ±0.61 (±16 %) ±1.46 (±38 %)

WALE

h1 3.96 ±0.43 (±11 %) ±1.02 (±26 %)
h2 3.90 ±0.51 (±13 %) ±1.20 (±31 %)
h3 3.84 ±0.57 (±15 %) ±1.36 (±35 %)
h4 3.81 ±0.60 (±16 %) ±1.44 (±38 %)
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and the finest grid. An error outside the uncertainty range can indicate modeling errors. Further grid
refinement will most likely not result in a mean velocity of uz = 2.93 m/s.

We determine the discretization uncertainty of the mean velocity at the pipe center (1− r/R = 1.0).
The results are shown in Table 4.6. The discretization error of the Smagorinsky model, as well as
the WALE model, is approximated by δw

12 and Fs = 3. Again, safety factor Fs = 3 seems over-
conservative, hence safety factor F = 1.25 is included in Table 4.6 as well. Following the Gersten and
Herwig profile [44], the mean velocity is uz = 4.08 m/s at the pipe center. This value is inside the
uncertainty range of both the Smagorinsky model and WALE model. This suggest that further grid
refinement may result in a mean velocity approaching uz = 4.08 m/s.

In this section, we determined the numerical uncertainty of the LES flow with the key variables:
friction factor and mean axial velocity. Application of the Least Squares version of the GCI method
shows that determining discretization uncertainty is not straightforward, and reliability of the result
is debatable. Overall, the results show that our LES is under-resolved. Nonetheless, majority of our
results suggest that further grid refinement will approach expected values of friction factor and mean
velocity by Blasius correlation and the Gersten and Herwig profile [44], respectively. The required
mesh resolution is however well beyond engineering possibilities. In the following section, we will
discuss characteristics of the LES flow on the finest mesh (h1).

4.4 LES results

In this section, we discuss the most important findings of our simulation results of fully developed
turbulent pipe flow at ReD = 44, 000. Where possible, we validate the results with experimental data
from den Toonder and Nieuwstadt [17] for turbulent pipe flow at ReD = 24, 580. Furthermore, we
compare the present LES results to DNS data from Wu and Moin [104] for turbulent pipe flow at
ReD = 44, 000. The presented results are obtained by a simulation with a mesh of approximately 5
million cells (h1), see Sections 4.2 and 4.3.

Flow statistics are collected for a period of T = 20 s. The sampling time is equivalent to 666.6R/ubulk,
enough to allow a particle to travel 66 times through the pipe at bulk velocity. In addition to averaging
in time, the statistical sample is enhanced by averaging in the two homogeneous directions (z, θ). A
total of 108 profiles in r-direction are collected from the time-averaged flow field. Figure 4.11 shows
the locations of the sampled profiles. The flow statistics are converted from the Cartesian coordinate
system to the cylindrical coordinate system.

L = 1.0 m

Figure 4.11: Sampling of flow statistics: 12 profiles of time-averaged flow statistics are sampled in
r-direction across the constant z-plane (right). This is done at 9 locations in z-direction (left), adding
up to a total of 108 sampled profiles.
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Figure 4.12: Mean velocity uz/ubulk as function of 1−r/R. Solid line: DNS data by Wu and Moin [104];
dash-dotted line: Gersten and Herwig profile [44]; dotted line: present LES with Smagorinsky subgrid-
scale model; dashed line: present LES with WALE subgrid-scale model.
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Figure 4.13: Mean velocity u+
z as function of (R− r)+. Solid line: DNS data by Wu and Moin [104];

dotted line: present LES with Smagorinsky subgrid-scale model; dashed line: present LES with WALE
subgrid-scale model; circle: experimental data by den Toonder and Nieuwstadt [17].

4.4.1 Mean velocity profile

The mean velocity profile is shown in Figure 4.12. The present LES simulations predict a more
uniform velocity profile than the DNS results [104] and reference Gersten and Herwig profile [44]. The
LES flow over-predicts the axial mean velocity in the near wall region, but under-predicts the axial
mean velocity at the pipe center. The regions cancel, leading to a correct bulk velocity. We observe
that the DNS flow over-predicts the bulk velocity by approximately 1 %. The LES simulations with
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the Smagorinsky model and WALE model give comparable mean velocity profiles.

Figure 4.13 shows the mean velocity profile in wall units. The LES flow predicts the non-dimensional
velocity u+ reasonably well in the viscous sublayer, but over-estimates u+ in the wall region. The
simulation with the Smagorinsky model performs slightly better than the simulation with the WALE
model. The present profiles seem typical of under-resolved LES flow, see, for example, studies by
Gnambode et al. [45], Chatzikyriakou et al. [14], and Lund [67] for similar mean velocity profiles.
The required mesh resolution for a perfect match with experimental data and DNS results is however
beyond engineering possibilities.

4.4.2 Wall friction velocity

The wall friction velocity of pipe flow can be computed from either the velocity gradient at the wall,
or the pressure gradient. We compare the results of both methods. Considering (4.8) and (4.9), the
wall friction velocity is computed by the gradient of the velocity at the pipe wall, such that

uτ,a =

√
ν

∂uz
∂(R− r)

∣∣∣
r=R

. (4.49)

Considering (4.15), the wall friction velocity can also be computed by the pressure gradient, such that

uτ,b =

√
−1

ρ

dp

dz

D

4
. (4.50)

The results of both computations are shown in Table 4.7. We observe that the wall friction velocity
computed from the velocity gradient uτ,a is approximately similar for simulations with the Smagorin-
sky model and WALE model. Furthermore, we notice that the differences between results computed
from the velocity gradient uτ,a, and from the pressure gradient uτ,b, are less than 1.5 %. This indicates
that our LES model, apart from the flow being under-resolved, is working well. The velocity gradi-
ent at the wall is obtained by interpolation. We assume the pressure gradient to be a more reliable
parameter than the velocity gradient at the wall, hence we use values uτ,b in this chapter.

4.4.3 Turbulent and viscous shear stresses

Turbulent shear stress and viscous shear stress profiles are shown in Figures 4.14 and 4.15. The
presented turbulent stress u′zu

′
r is the sum of the resolved stress and the subgrid-scale stress. The

non-dimensional turbulent stress is computed by

u′zu
′
r

+
= u′zu

′
r/u

2
τ , (4.51)

and the non-dimensional viscous stress is computed by[
−ν duz

dr

]+

= −ν duz
dr

/u2
τ . (4.52)

Table 4.7: Wall friction velocity computed from the velocity gradient uτ,a (4.49) and the pressure
gradient uτ,b (4.50).

uτ,a [m/s] uτ,b [m/s]

Smagorinsky 0.1682 0.1696
WALE 0.1684 0.1663
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Figure 4.14: Turbulent and viscous shear stresses as function of (R − r)+. Dash-dotted line: u′zu
′
r

+
;

dashed line: [−νduz/dr]
+

; solid line: DNS data by Wu and Moin [104]; circle: experimental data by
den Toonder and Nieuwstadt [17].

Figure 4.14 shows the non-dimensional stresses as function of the non-dimensional wall distance. The
viscous shear stress is dominant in the viscous sublayer, and the turbulent shear stress is negligible.
Further away from the pipe wall, in the buffer layer, both viscous shear stress and turbulent shear
stress are important. In the wall layer, the turbulent shear stress dominates over the viscous shear
stress. We observe that the present simulation corresponds well with the DNS data by Wu and
Moin [104].

Figure 4.15 shows the turbulent shear stress, as well as the total stress, as function of wall distance.
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Figure 4.15: Turbulent and total shear stresses as function of 1 − r/R. Dash-dotted line: u′zu
′
r

+
;

dotted line: [−νduz/dr]
+

+ u′zu
′
r

+
; solid line: DNS data by Wu and Moin [104]; circle: experimental

data by den Toonder and Nieuwstadt [17].

We observe clear linear behaviour of the total stress close to the centerline. In the core region, viscous
effects can be neglected, and turbulent shear stress u′zu

′
r is linear. We observe a clear peak in the

turbulent shear stress in region near the wall. The peak values of the turbulent shear stress are

u′zu
′
r

+
= 0.902 for the Smagorinsky subgrid-scale model, and u′zu

′
r

+
= 0.903 for the WALE subgrid-

scale model. We compare these values to the relation given by Sreenivasan and Sahay [86]:(
u′zu

′
r

+
)

max
= 1−

(
3.1± 0.1√

Reτ
+

0.93√
Reτ

ln (ln(Reτ ))

ln(Reτ )

)
, (4.53)
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where friction Reynolds number Reτ is defined as

Reτ =
uτR

ν
. (4.54)

The friction Reynolds number for the simulation with the Smagorinsky model is Reτ = 1, 119, and
for the simulation with the WALE model is Reτ = 1, 098. Applying (4.53) gives:

•
(
u′zu

′
r

+
)

max
∈ [0.900± 0.003] for the Smagorinsky subgrid-scale model,

•
(
u′zu

′
r

+
)

max
∈ [0.899± 0.003] for the WALE subgrid-scale model.

We observe excellent agreement between correlation (4.53) and the simulation value for the Smagorin-
sky model. The simulation value for the WALE model is just outside the range of correlation (4.53).

The LES flow does not match the experimental data of den Toonder and Nieuwstadt [17] in Fig-
ures 4.14 and 4.15. The Reynolds number of the experimental data is ReD = 24, 580, whereas the
Reynolds number of the DNS data [104] and present LES is ReD = 44, 000. Previous studies, see for

example Gnombode et al. [45], show that the distribution of the turbulent shear stress u′zu
′
r

+
shifts

towards the wall and has an enhanced peak with increasing Reynolds number ReD due to more intense
turbulent fluctuations. Therefore, a match between the present LES and experimental data is not
expected nor desired.

4.4.4 Turbulent intensities

The root mean square profiles of the radial, circumferential, and axial turbulent velocity are presented
in Figure 4.16. The non-dimensional turbulent intensities are computed by

u′+r,r.m.s. =

√
u′ru
′
r/uτ , (4.55)

u′+θ,r.m.s. =

√
u′θu

′
θ/uτ , (4.56)

u′+z,r.m.s. =

√
u′zu

′
z/uτ . (4.57)

The total intensities (resolved + subgrid-scale) are presented in the left graphs, whereas the resolved
intensities only are presented in the right graphs.

The top graphs of Figure 4.16 show the turbulent intensity in radial direction u′+r,r.m.s.. We observe
that the turbulent intensity is perfectly predicted by the resolved part of the present simulation.
Consequently, the turbulent intensity is over-estimated when the subgrid-scale part is added to the
resolved part of the simulation results. It is remarkable that the present simulations over-estimate
the turbulent intensity. Previous studies [67, 106, 14] report under-estimation of the turbulent radial
intensity by under-resolved LES. Close to the wall, we observe an unexpected peak in the simulation
with the Smagorinsky subgrid-scale model. We cannot explain this behaviour, perhaps it is caused
by the Van Driest damping function.

The middle graphs of Figure 4.16 show the turbulent intensity in circumferential direction u′+θ,r.m.s..
The turbulent intensity is under-estimated by the resolved part of the present simulation only, but
over-estimated by the total simulation result. In previous studies [67, 106, 14], the turbulence circum-
ferential intensity is under-estimated by under-resolved LES. We observe that the simulation with the
WALE subgrid-scale model predicts the turbulent circumferential intensity reasonable well close to
the wall of the pipe. Again, we observe a peak near the wall for the simulation with the Smagorinsky
subgrid-scale model.

The bottom graphs of Figure 4.16 show the turbulent intensity in axial direction u′+z,r.m.s.. We observe
that the resolved part of the simulation over-estimates the turbulence close to the wall, but under-
estimates the turbulence in core region. The total turbulence matches the DNS data by Wu and
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Figure 4.16: Turbulent intensities as function of 1−r/R. Dashed line: present LES with Smagorinsky
subgrid-scale model; dash-dotted line: present LES with WALE subgrid-scale model; solid line: DNS
data by Wu and Moin [104]; circle: experimental data by den Toonder and Nieuwstadt [17]. Left:
total (resolved + subgrid-scale) turbulence; right: resolved turbulence.
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Moin [104] perfectly in the core region. In the wall region, we observe a peak in the total turbulence
that is much higher than the DNS data or experimental data. Previous studies [67, 106, 14] report
similar high peaks close to the wall in under-resolved LES.

The peak values of the non-dimensional axial turbulent intensity are u′+z,r.m.s. = 3.93 for the Smagorin-
sky subgrid-scale model, and u′+z,r.m.s. = 3.65 for the WALE subgrid-scale model. We compare these
values to the relation by Bauer et al. [6] for pipe flow at Reτ > 360:(

u′+z,r.m.s.
)

max
=
√

0.67 ln(Reτ ) + 3.324. (4.58)

Correlation (4.58) gives:

•
(
u′+z,r.m.s.

)
max

= 2.83 for the Smagorinsky subgrid-scale model,

•
(
u′+z,r.m.s.

)
max

= 2.83 for the WALE subgrid-scale model.

The present simulation with Smagorinksy model and WALE model over-estimate the peak value with
more than 25 %.

4.5 Final remarks

In this chapter, we discussed numerical simulations of gas flow in narrow stacks. Characterization of
the flow field in stacks is vital to accurate measurement of mass emissions from combustion plants.
By gaining insight in the mean velocity profile, suitable measurement locations can be selected for
determining bulk velocity in narrow stacks. We performed LES of fully developed turbulent pipe
flow with the open-source solver OpenFOAM. We investigated the influence of mesh refinement, and
tested two subgrid-scale models: the Smagorinsky model and the WALE model. In the next chapter,
the flow field around a pitot tube in a narrow stack is simulated to study blockage and wall effects.
The simulation results of fully developed pipe flow discussed in this chapter are thereby used as inlet
conditions.

We determined numerical uncertainty of the friction factor and mean velocity by applying the Least
Squares version of the GCI method. The study shows mesh convergence, however, mesh independence
is not reached with the selected grids. Applying a safety factor of Fs = 1.25 gives an uncertainty in
the friction factor of 37 % for the Smagorinsky model and 45 % for the WALE model. We note that
the uncertainties are high and further grid refinement is required to obtain more accurate results.
However, this is beyond the possibilities of this thesis due to high computational cost. Simulating
two seconds of pipe flow on the finest mesh (h1) takes approximately two days when running the
simulation in parallel on 20 processors.

Overall, the mesh convergence study, as well as the simulation results, show that our LES model is
working well but that the flow in under-resolved. We compare our LES results to DNS data from Wu
and Moin [104] and experimental data from den Toonder and Nieuwstadt [17]. To summarize, the
mean velocity profile is estimated reasonably well, the prediction of the shear stresses is excellent, and
the general trend of the turbulent intensities is captured by the LES. Majority of the simulation results
are typical for under-resolved LES. We do observe some inexplicable behaviour of the Smagorinsky
model close to the pipe wall which we suspect is caused by the Van Driest damping function.

Numerical simulations are commonly a trade-off between accuracy and computational cost. The type
of simulation (RANS, LES, DNS), with or without wall modeling, and level of grid refinement, all
play a role. The high computational cost of the present LES, and accuracy of the simulation results,
do raise the question whether RANS simulations may be more suitable to study mean velocity profiles
in narrow stacks. Figure 4.17 shows the mean velocity profile obtained by a RANS simulation on a
similar grid as the present LES. We observe that the mean axial velocity is over-estimated in the core
region and under-estimated in the near wall region. The regions do not cancel, and the bulk velocity
is over-predicted by approximately 2 %. In addition, we obtain a friction factor of the RANS flow
of f = 0.0394. In Section 4.3, we discussed that the Blasius correlation predicts a friction factor of
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Figure 4.17: Mean velocity uz/ubulk as function of 1 − r/R. Solid line: DNS data by Wu and
Moin [104]; dash-dotted line: Gersten and Herwig profile [44]; dash-dash-dotted line: present RANS;
dotted line: present LES with Smagorinsky subgrid-scale model; dashed line: present LES with WALE
subgrid-scale model.

f = 0.0218, and the present LES with Smagorinsky model and WALE model give f = 0.0207 and
f = 0.0199, respectively. The value from the RANS simulation is almost twice as large as the Blasius
correlation. The results illustrate that RANS simulations are generally less accurate than LES. We
require accurate results to provide a reliable estimate of measurement uncertainty, hence we prefer
LES over RANS.
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Chapter 5

Flow Characterization in the Near
Wall Region

In this chapter, we study characteristics of the flow field around an S-type pitot tube in close proximity
to the wall of a narrow exhaust stack. This numerical study gives insight in flow mechanisms in the
near wall region, such as shear and wall proximity effects, see Section 3.2.1. Likewise the simulations in
Chapter 4, we study gas flow in a pipe of diameter D = 0.2 m and bulk velocity ubulk = 3.333 m/s. We
aim to simulate the flow field for a measurement by an S-type pitot tube at wall-distance y = 10 mm,
see Figure 5.1. The left image shows the dimensions of the S-type pitot tube used for measurements
in Chapter 6. For the simulation, the geometry of the S-type pitot tube is simplified to a cylinder with
a diameter of 6.6 mm and height of 14 mm, as is shown in the right image. We explain the simulation
setup in Section 5.1, and discuss the simulation results in Section 5.2.

5.1 Simulation setup

A mesh of the simulation setup is created in Pointwise. The mesh of the pipe region obstructed
by the cylinder is shown in Figure 5.2. The mesh upstream and downstream from the cylinder is a
structured OH-grid similar to mesh h1 in Chapter 4. A structured mesh is used to create a boundary
layer around the cylinder (Figure 5.2a). The mesh around the boundary layer is divided into eight
structured regions (Figure 5.2b). A part of the mesh is unstructured (Figure 5.2c) to match the grid

dp = 8 mm

6.6 mm

y = 10 mm

14 mm

6.6 mm

×

Figure 5.1: Sketch of the measurement setup (left) and simplified simulation setup (right).
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(a)

(b)

(c)

Figure 5.2: Mesh of the region of the pipe obstructed by the cylinder: (a) boundary layer around the
cylinder (white); (b) the area around the cylinder is divided into eight structured regions; (c) unstruc-
tured region of the mesh.
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Figure 5.3: Schematic overview of the simulation setup for pipe flow obstructed by a cylinder.

refinement around the cylinder to the structured remainder of the mesh. Generally, LES is sensitive
to mesh quality. Though the geometry of the S-type pitot tube is simplified to a cylinder, it is a
challenge to create a mesh with a high cell orthogonality and low cell skewness.

Figure 5.3 gives an overview of three simulations:

(A) LES of fully developed turbulent pipe flow with periodic boundary conditions, see Chapter 4,

(B) RANS of pipe flow obstructed by a cylinder,

(C) LES of pipe flow obstructed by a cylinder.

Simulation (C) is of interest to this study, however, we require simulations (A) and (B) to generate inlet
and initial conditions to simulation (C). In practice, S-type pitot tube measurements are performed
in a section of the exhaust stack where fully developed flow conditions are expected. The fully
developed inlet conditions to simulation (C) are obtained from simulation (A). Instantaneous velocity u
is sampled over a constant z-plane at every time step ∆t for a period T . The sampled profiles from
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simulation (A) are used as inlet boundary condition for every time step ∆t of simulation (C). Note
that simulation (C) is run for a similar period T as simulation (A). Simulation (C) is started from
an initial flow field. The converged solution of RANS simulation (B) is used as initial flow field
of simulation (C). The inlet boundary condition to simulation (B) is obtained by sampling mean
velocity u over a constant z-plane of simulation (A).

Simulation (C) crashes before t = 0.0001 s with either Smagorinsky subgrid-scale model, or WALE
subgrid-scale model. We tried several adjustments to the original simulation:

• Addition of non-orthogonal correctors,

• Adjustment to the geometry of the cylinder to a round top,

• Different time steps,

• Different surface normal gradient schemes.

However, none of the adjustments provided the solution. Despite our effects, mesh quality may
be insufficient for LES. The mesh was improved several times and does not exceed limits, such as
maximum cell non-orthogonality, of the mesh quality check of OpenFOAM. In the next section, we
discuss the flow field around the cylinder as predicted by RANS simulation (B).

5.2 Simulation results

We compare our RANS flow to the flow topology for a finite cylinder with ground plate from Frederich
et al. [42]. Features of the flow field are shown in Figure 5.4. Frederich et al. [42] use LES to study
flow with ReD = 200, 000 around a cylinder with an aspect ratio (i.e. height divided by diameter)
of 2. In comparison, we study RANS flow with ReD = 44, 000 around a cylinder with an aspect ratio
of ≈ 2.1. We use streamlines and isosurfaces of the Q-criterion to visualize the flow field. The Q-
criterion defines vortices as the positive second invariant of the velocity gradient tensor [59]. Q > 0
identifies regions where the vorticity magnitude prevails over the strain-rate magnitude. The pressure
in the vortex region is required to be lower than the ambient pressure.

Figure 5.5 shows the axial velocity uz for a constant y-plane at wall-distance y = 10 mm, and stream-
lines around the cylinder. We observe that the flow separates from the cylinder, and we notice a
region of recirculation. The streamline at the side of the cylinder (z = 0) is shed into the recirculation
zone. Figure 5.6 shows the isosurface of Q = 40, 000 and contours of velocity magnitude. Close to
the pipe wall, we recognize a horse shoe vortex. Furthermore, we observe two vertical vortices down-
stream from the cylinder, however, they do not form an arch as is shown in Figure 5.4. Moreover, we
observe a vortex downstream from the top of the cylinder. The flow does not distinguish two clear
side vortices. Overall, the RANS flow displays some of the flow characteristics observed by Frederich
et al. [42], however, not all of the characterisics are clearly observed. This could be caused by RANS
modeling errors.

5.2.1 Numerical ‘calibration’

A close-up of the pressure field around the cylinder is shown in Figure 5.7. We observe a region of
high pressure upstream from the cylinder due to the stagnation of incoming flow. Negative pressure
is observed downstream from the cylinder since the flow is separated from the cylinder in this region.
We sample the pressure upstream and downstream from the cylinder at y = 10 mm, see the locations
marked × in Figures 5.1 and 5.7. Given mean axial velocity uz at y = 10 mm from the wall of the pipe,
we can ‘calibrate’ the cylinder as if it were an S-type pitot tube. By rewriting (3.10), the calibration
coefficient of the cylinder, denoted by Kc, is computed by

Kcyl = uz

√
ρ

2∆pcyl
, (5.1)
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Figure 5.4: Flow topology for a finite cylinder with ground plate from Frederich et al. [42].

Figure 5.5: Axial flow velocity uz at y = 10 mm including streamlines.

Figure 5.6: Isosurface of Q = 40, 000 and contours of the velocity magnitude.
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Table 5.1: Estimation of calibration coefficient Kcyl from simulation.

uz [m/s] Kcyl [−]

Smagorinsky model 3.10± 0.17 0.87± 0.05
WALE model 3.09± 0.04 0.87± 0.01

where the differential pressure across the cylinder at y = 10 mm is ∆pcyl = 7.56 Pa, and ρ =
1.205 kg/m3. The cylinder is ‘calibrated’ against mean velocity uz of the incoming fully developed
turbulent flow field. Table 5.1 presents the mean axial velocity uz of LES flow at y = 10 mm as pre-
dicted by simulations with the Smagorinsky subgrid-scale model and the WALE subgrid-scale model.
Estimation of the numerical uncertainty of uz is discussed in Section 4.3. By applying (5.1), calibra-
tion coefficient Kcyl is computed and presented in Table 5.1. Note that the uncertainty of calibration
coefficient Kcyl is determined from uncertainty propagation of mean velocity uz through (5.1), and
does not include uncertainty associated with differential pressure ∆pcyl.

Notwithstanding the difference in geometry between a cylinder and S-type pitot tube, we observe
that calibration coefficient Kcyl falls within the range of typical values for the calibration coefficient of
S-type pitot tubes: 0.85±0.05 [65]. Based on this simulation only, a cylinder seems to be a reasonable
simplification of the geometry of an S-type pitot tube. This demonstrates the potential to use this
and similar simulation setups for computational uncertainty quantification studies. For example,
blockage is controlled by the relative size of the pitot tube to the sampling area. By considering pipe
diameter or pitot tube width as uncertain input parameter, Monte Carlo methods or polynomial chaos
methods can be used to estimate the uncertainty of S-type pitot tube measurements. We note that
the numerical ’calibration’ may be influenced by shear and wall proximity effects. A simulation of a
cylinder in the pipe center, or of external flow around a cylinder, gives a more reliable indication of
the error due to geometry approximation.

In Section 3.2.1, we discussed the impact of shear and wall proximity effects on pitot tube measure-
ments. In short, previous research showed that pitot tube measurements in the boundary layer need
to be corrected. Due to shear, streamlines are displaced towards a region of lower velocity, whereas
wall proximity causes streamlines to be displaced away from the wall. Figure 5.8 shows the axial
velocity field and streamlines around the cylinder. The streamlines suggest that the wall proximity
effect is larger than the shear effect at y = 10 mm. As a consequence, we measure a lower velocity at
y = 10 mm than expected from the incoming fully developed turbulent flow field. The displacement
of the streamline is estimated to be ∆y ≈ 1 mm from the fully developed inlet flow to the location of
the impact orifice at y = 10 mm. Assuming a displacement of ∆y = 1 mm, we measure uz = 3.06 m/s
for the Smagorinsky model and uz = 3.05 m/s for the WALE model instead of the values in Table 5.1.
This results in measurement errors of approximately −1.2 % and −1.3 % for the Smagorinsky model

× ×

flow

Figure 5.7: Pressure field around the cylinder.
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y = 10 mm

× ×

Figure 5.8: Axial velocity field and streamlines around the cylinder.

and WALE model, respectively. Computing (5.1) with mean axial velocity uz at y = 9 mm gives a
calibration coefficient of Kcyl = 0.86 for both the Smagorinsky model and WALE model.

5.3 Final remarks

In this chapter, we discussed numerical simulations of stack flow around an S-type pitot tube at
y = 10 mm from the wall. The results suggest that flow velocity is under-estimated by the S-type
pitot tube in the near wall region. On one hand, we have confidence in our simulation results because
the simulated calibration coefficient is within the range of typical values. On the other hand, the error
due to geometry approximation of the S-type pitot tube may dominate over shear and wall proximity
effects. In Chapter 6, we perform S-type pitot tube measurements at several wall-distances to study
contributions of blockage, shear, and wall proximity effects to measurement uncertainty.

In previous studies, numerical simulations have proven to be valuable in determining experimental
uncertainty of pipe flow measurements. Polynomial chaos methods have been applied in a number
of studies, for example to determine the influence of uncertain inflow conditions on ultrasonic flow
meter measurements [80, 100], or to study the reproducibility of swirling inflow conditions [95]. Sim-
ilarly, uncertainty propagation methods can be used to study the uncertainty of S-type pitot tube
measurements. Previous studies on the experimental uncertainty of pipe flow measurements have
been performed with RANS. Uncertainty quantification methods such as Monte Carlo, and to a lesser
extent polynomial chaos, require a large number of model evaluations. The high computational cost
of LES limits the suitability of its application for uncertainty propagation methods. However, one can
argue if the accuracy of RANS simulations is sufficient to determine a reliable estimate of measurement
uncertainty.

Furthermore, previous studies have investigated measurement uncertainty of ultrasonic flow meters.
Ultrasonic flow meters are non-intrusive to the pipe flow, whereas pitot tubes are intrusive. Using
numerical methods in uncertainty propagation requires simulating the flow around the pitot tube. This
study illustrates that creating a suitable mesh for LES is challenging. Geometry approximations, such
as used in this chapter, affect the confidence that can be put into the simulation result. For future
uncertainty propagation studies, we recommend to use RANS simulations and test the possibility to
simulate the flow field around the exact geometry of an S-type pitot tube.
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Chapter 6

S-Type Pitot Tube Measurements

We conduct S-type pitot tube measurements in the flow laboratory of VSL to study sources of un-
certainty in emission measurements. In this chapter, we discuss calibration of an S-type pitot tube,
and estimate measurement uncertainty by using sensitivity methods. We focus on several sources of
measurement uncertainty such as misalignment, air leakage, blockage, shear and wall proximity. By
performing measurements at several distances from the wall, we analyze the spatial variation of mea-
surement uncertainty of local flow velocity. Based on the results, we recommend sampling locations
for determining the volume flow rate in narrow stacks of medium-size combustion plants.

6.1 Experiment description

For the experiments, we use an S-type pitot tube with orifices of outer diameter dp = 8 mm (Fig-
ure 6.1). Air velocity is measured in a pipe with a diameter D = 0.2 m. The pitot tube is traversed
throughout the radius of the pipe with measurement positions spaced approximately logarithmically
from the wall: at 4 mm, 6 mm, 10 mm, 16 mm, 25 mm, 40 mm, and 100 mm. Note that the traverse
is initiated with the pitot tube in contact with the wall, and the final measurement is approximately
at the pipe center. The measurement positions are determined using a laser and measuring tape.
The head of the pitot tube is oriented with the stem marked ‘+’ facing upstream. Figure 6.2b shows
positioning of the pitot tube using the laser at 100 mm from the wall of the pipe.

The pitot tube measurements are conducted for steady state conditions of the air velocity. At each

(a) (b)

Figure 6.1: S-type pitot tube used in the experiment.
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(a) (b)

Figure 6.2: Impression of the experimental setup.

position, the differential pressure across the pitot tube is measured for bulk velocities: 3.14 m/s,
4.83 m/s, 7.56 m/s, and 9.66 m/s. The bulk velocity follows from

ubulk =
4Q

πD2
, (6.1)

where volume flow rate Q is regulated by a blower. The differential pressure is derived from the
average of three measurement series. Each measurement series consists of ten readings over a one-
minute period. Overall, the experimental data is the average of 30 readings. Additionally, the air flow
temperature and atmospheric pressure are monitored during the experiment. Figure 6.2b shows the
temperature sensor downstream from the pipe exit.

As shown in Figure 6.2, the measurements are conducted in an extension to the pipes normally used
in the flow laboratory. The PVC pipe extension is attached to the flange of the laboratory pipe with
clamps. A packing of rubber is used between the flange and the pipe extension to prevent air leakage.
The pipe extension has a diameter of D = 201.5 mm, whereas the diameter of the laboratory pipe is
approximately D = 199.5 mm. This inconsistency is visible in Figure 6.4. A graphic representation of
the measurement setup is shown in Figure 6.3. The pipe extension has a length of 232 mm, and the
pitot tube is mounted 68 mm from the pipe exit. The laboratory pipe upstream from the extension
has a length of 2.40 m. This pipe is proceeded by a pipe of diameter D = 310 mm. The flow is assumed

0.23 m2.40 m

≈ 201.5 mm≈ 199.5 mm310 mm

44 mm

Figure 6.3: Sketch of the experimental setup.
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(a) y = 4mm (b) y = 25mm

Figure 6.4: Positioning of the S-type pitot tube at two measurement points. The measurement port
is closed off with putty and a plastic transparent cap.

to be fully developed at the location of the pitot tube. However, disturbances in the flow profile may
be caused by differences in pipe diameter.

For the experiment, the pitot tube is locked in a cover as shown in Figure 6.1. The measurement
position of the pitot tube from the wall of the pipe is adjusted by moving the cover up and down
the sampling port. The sampling port ensures that the pitot tube has no pitch angle misalignment.
The pitot tube is visually aligned perpendicular to the flow direction with an estimated uncertainty of
±5◦, and yaw angle misalignment may influence the measurements. The sampling port has a diameter
D = 44 mm, and is closed off by the cover of the pitot tube. For the measurements at 100 mm, the
cover closes off the measurement port at the wall of the pipe. For the measurements at other positions,
the cover is located away from the wall. For these measurements, see Figure 6.4, the measurement
port is closed off at the wall of the pipe with putty (Terostat-IV) and a plastic, transparent cap. This
method may have caused flow disturbances at the wall, and perhaps air leakage.

6.2 Experimental uncertainty

This section concerns experimental uncertainty of the pipe flow measurements conducted in the flow
laboratory. We apply sensitivity methods for the propagation of uncertainty of experimental ob-
servations. We discuss calibration of the S-type pitot tube, and determine the uncertainty of the
calibration constant. Furthermore, we estimate the uncertainty of our experimental data. Stan-
dard EN ISO 16911-1 [49] sets a number of performance requirements for field measurements using
differential pressure devices. We evaluate whether the uncertainty of our measurements meets the
performance requirements.

6.2.1 Calibration of S-type pitot tube

The S-type pitot tube used in this experiment (Figure 6.1) has been calibrated by Young Calibration
Limited in Shoreham-by-Sea, United Kingdom. During calibration, the pitot tube was mounted
140 mm from the end of a wind tunnel with the impact orifice perpendicular to the flow direction.
The stem marked ‘+’ was oriented facing upstream. The instrument was calibrated by comparison
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Table 6.1: Calibration data of S-type pitot tube measurements by Young Calibration Limiteda.

Actual uz Standard u∗z Actual ∆p Standard ∆p∗ Actual ρ Actual T K
[m/s] [m/s] [Pa] [Pa] [kg/m3] [K] [−]

3.045 3.008 8.266 8.351 1.191 293.66 0.808
8.097 8.000 56.670 57.261 1.191 293.61 0.821
16.190 16.000 222.569 224.890 1.191 293.55 0.828

aActual measurement data obtained by correspondence with Dr. Mark Hindle of Young Calibration Limited.

to a Laser Doppler Anemometer. The measurements were performed at steady state conditions of air
velocity, and the differential pressure results were derived from the average of at least ten readings.

The issued calibration certificate states the value of calibration constant K under standard laboratory
conditions of atmospheric pressure patm = 101325 Pa, and temperature T = 293.15 K. At these
conditions, the air density is ρ = 1.205 kg/m3 as noted on the certificate. A copy of the calibration
certificate is included in Appendix B. To determine calibration coefficient K, actual air velocity uz
and actual differential pressure ∆p were referenced to standard laboratory conditions.

In the following derivation of the equation for calibration coefficient K, the parameters under standard
laboratory conditions are denoted by superscript∗. By rewriting (3.10), calibration coefficient K is
computed by

K = u∗z

√
ρ∗

2∆p∗
. (6.2)

By applying conservation of mass flux over a constant area

ρ∗u∗z = ρuz, (6.3)

and the ideal gas law
∆p∗

T ∗ρ∗
=

∆p

Tρ
, (6.4)

we can write (6.2) as

K = uz
ρ

ρ∗

√
T

T ∗

√
ρ

2∆p
, (6.5)

where ρ∗ = 1.205 kg/m3 and T ∗ = 293.15 K. The actual measurement results and the experimental
data referenced to standard laboratory conditions are presented in Table 6.1.

The uncertainty of calibration coefficient K is not included on the calibration certificate, therefore an
estimate of its uncertainty is determined using sensitivity methods outlined in Section 2.3.3. Mathe-
matical model F is defined by (6.5), such that

K = F (uz,∆p, ρ, T ) . (6.6)

Table 6.2: Expanded uncertainty of measurement parameters for calibration of the pitot tube at Young
Calibration Limited.

Parameter Xi Notation Expanded uncertainty U(Xi)

Velocity uz ±1.0 % + 0.1 m/s
Differential pressure ∆p ±0.2 % + 0.2 Pa + (∆p Uncertainty)a

Density ρ ±0.17 %
Temperatureb T ±0.39 K

aSee the calibration certificate for values of (∆p Uncertainty).
bUncertainty of temperature obtained by correspondence with Dr. Mark Hindle of Young Calibration Limited.
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Table 6.3: Uncertainty budget for calibration coefficient K = 0.808 at ∆p∗ = 8.351 Pa.

Parameter Value Relative
expanded

uncertainty

Coverage
factor

Relative
standard

uncertainty

Sensitivity
coefficient

Relative
standard

uncertainty
Xi xi U(xi)/xi k u(xi)/xi ci ui(y)/y

uz [m/s] 3.045 ±4.28 % 2 ±2.14 % 1 ±2.14 %
∆p [Pa] 8.266 ±5.24 % 2 ±2.62 % -0.5 ±1.31 %
ρ [kg/m3] 1.191 ±0.17 % 2 ±0.09 % 1.5 ±0.13 %
T [K] 293.66 ±0.13 % 2 ±0.07 % 0.5 ±0.03 %

K [−] 0.808 uc(y)/y ±2.51 %
Uc(y)/y ±5.03 %

The uncertainties of input parameters uz, ∆p, ρ, and T to mathematical model F are used to determine
the uncertainty of calibration coefficient K. Expanded uncertainties of the input parameters are
presented in Table 6.2. The reported expanded uncertainties U(Xi) provide a coverage probability of
approximately 95 %.

Mathematical model F is of the form

Y = aXq1
1 Xq2

2 . . . Xqi
i . . . Xqn

n , (6.7)

where a denotes a coefficient, and exponents qi are known positive or negative numbers having negligi-
ble uncertainty. Following the GUM [50], relative standard uncertainty of the estimated measurement
result u(y)/y can be evaluated by combining relative standard uncertainties of each input parameter
u(xi)/xi and exponents qi. The relative variance of estimated output y is then expressed by[

uc(y)

y

]2

=

n∑
i=1

[
qi
u(xi)

xi

]2

. (6.8)

Note that (6.8) has the same form as (2.7).

Uncertainty of calibration coefficient K is determined with the aid of an uncertainty budget. The
uncertainty analysis for estimated K = 0.808 at ∆p∗ = 8.351 Pa (top row of Table 6.1) is presented
by Table 6.3. The last column of the uncertainty budget shows that the uncertainty of mean velocity
uz is the largest contribution to the combined uncertainty of calibration coefficient K. In contrast,
the uncertainty of temperature T is negligible to the resulting combined uncertainty.

The final result is rounded off following the rules for rounding in calibration of document EA/4-02 [30]
of the European Cooperation for Accreditation:

• One significant value in the uncertainty (except 1, 2 or 3),

• Do not round down more than 5 %,

• Round off the measurement result to the same number of decimals as the uncertainty.

Table 6.4: Estimation and expanded uncertainty of calibration coefficient K.

Standard ∆p∗ K U(K)

8.351 Pa 0.81 ±0.04
57.261 Pa 0.82 ±0.02
224.890 Pa 0.83 ±0.01
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This leads to expression of the final result by

K ∈ [0.81± 0.04] .

An overview of the estimation and expanded uncertainty of calibration coefficient K is given in
Table 6.4.

6.2.2 Uncertainty of S-type pitot tube measurements

Mean velocity uz is determined from the differential pressure measured by the S-type pitot tube
following (3.10). Furthermore, bulk velocity ubulk of the pipe flow is computed by (6.1). The pitot
tube is calibrated for standard laboratory conditions, see Section 6.2.1, therefore non-dimensional
velocity u∗z/u

∗
bulk is expressed by

u∗z
u∗bulk

= K

√
2∆p∗

ρ∗
πD2

4Q∗
, (6.9)

where superscript∗ denotes a parameter under standard laboratory conditions. During experiments,
the parameters listed in Table 6.5 were measured.

The measurement results for differential pressure ∆p are referenced to standard laboratory conditions
by applying the ideal gas law

∆p∗

T∗ρ∗ = ∆p
Tρ

p∗atm
T∗ρ∗ = patm

Tρ

 ∆p∗

∆p
=
p∗atm

patm
, (6.10)

where patm denotes the actual atmospheric pressure, and p∗atm = 101325 Pa is the atmospheric pressure
under standard laboratory conditions.

Volume flow rate Q is referenced to standard conditions by applying the continuity equation

ρ∗Q∗ = ρQ, (6.11)

and the ideal gas law so that
Q

Q∗
=
ρ∗

ρ
=
p∗atm

patm

T

T ∗
, (6.12)

where T denotes the temperature, and T ∗ = 293.15 K is the temperature under standard laboratory
conditions.

Inserting (6.10) and (6.12) into (6.9), gives the following expression for velocity under standard labo-
ratory conditions

u∗z
u∗bulk

= K
T

T ∗
p∗atm

patm

√
p∗atm

patm

√
2∆p

ρ∗
πD2

4Q
. (6.13)

Table 6.5: Expanded uncertainty of measurement input parameters for determining non-dimensional
velocity u∗z/u

∗
bulk.

Parameter Xi Notation Uncertainty U(Xi)

Volume flow rate Q ±0.15 %
Diameter pipe D ±2 mm

Differential pressure ∆p ±1.2 Pa
Atmospheric pressure patm ±3.4 Pa

Temperature T ±0.08 K
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Figure 6.5: Calibration coefficient K as function of standard differential pressure ∆p∗ across the
S-type pitot tube. Circle and error bar: calibration results and expanded uncertainty; solid line:
linear interpolation of calibration results; shaded area: linear interpolation of expanded uncertainty
of calibration results.

Mathematical model F is defined by (6.13) for estimation of the value and uncertainty of measurement
output

u∗z
u∗bulk

= F (K,T, patm,∆p,D,Q) . (6.14)

The expanded uncertainties of actual measurement parameters are presented in Table 6.5. The ex-
panded uncertainties are based on experience of the metrologists at VSL. The reported expanded
uncertainties have a coverage probability of approximately 95 %.

By calibration, the value and uncertainty of calibration constant K is estimated at three standard
differential pressures ∆p∗, see Table 6.4. In this experiment, we determine the estimated value and un-
certainty of calibration constant K by linear interpolation of the calibration results. Figure 6.5 shows
a graph of calibration constant K as function of standard differential pressure ∆p∗. Linear interpo-
lation of the estimated value is indicated by the solid line, and expanded uncertainty of calibration
coefficient K is shown by the shaded area.

The uncertainty of non-dimensional velocity u∗z/u
∗
bulk is determined with an uncertainty budget.

Table 6.6 presents the uncertainty budget of a pitot tube measurement at u∗bulk = 3.14 m/s and
y = 40 mm. We observe that the uncertainty of calibration coefficient K and differential pressure ∆p
are the largest contributions to the uncertainty of non-dimensional velocity u∗z/u

∗
bulk. Following the

rules for rounding, the final result is

u∗z
u∗bulk

∈ [1.02± 0.09]

An overview of all measurement results and expanded uncertainties are included in Appendix C.

In addition to the uncertainty of non-dimensional velocity u∗z/u
∗
bulk, the experimental results also have

uncertainty in distance y of the pitot tube from the wall of the pipe. The expanded uncertainty of
the wall distance is estimated by ±3 mm.
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Table 6.6: Uncertainty budget for non-dimensional velocity u∗z/u
∗
bulk at u∗bulk = 3.14 m/s and y =

40 mm.

Parameter Value Relative
expanded

uncertainty

Coverage
factor

Relative
standard

uncertainty

Sensitivity
coefficient

Relative
standard

uncertainty
Xi xi U(xi)/xi k u(xi)/xi ci ui(y)/y

K [−] 0.808 ±4.97 % 2 ±2.48 % 1 ±2.48 %
∆p [Pa] 9.352 ±12.83 % 2 ±6.42 % 0.5 ±3.21 %
patm [Pa] 100518 ±0.003 % 2 ±0.002 % -1.5 ±0.001 %
Q [m3/s] 0.1010 ±0.15 % 2 ±0.08 % -1 ±0.08 %
D [mm] 201.5 ±0.99 % 2 ±0.50 % 2 ±0.99 %
T [K] 292.94 ±0.027 % 2 ±0.014 % 1 ±0.014 %

u∗z/u
∗
bulk [−] 1.017 uc(y)/y ±4.18 %

Uc(y)/y ±8.36 %

6.2.3 Performance requirements during field measurements

Standard EN ISO 16911-1 [49] sets a number of performance requirements for field measurements using
differential pressure devices. A summary of performance requirements relevant to our experimental
study is given in Table 6.7. Note that the requirements concern standard uncertainty of the considered
parameters. In this section, we discuss whether our experimental observations meet the performance
requirements in standard EN ISO 16911-1 [49].

As previously discussed in Section 6.1, the pitch angle of the pitot tube is negligible, and we estimate
an uncertainty of yaw angle of ±5◦. Hence, positioning of the pitot tube relative to the flow direction
fulfills the performance requirements. In addition, the experimental study meets the performance
requirements for stack internal diameter. The standard uncertainty of diameter D is ±0.5 %, see
Table 6.6. This is well within the permissible criterion of < 2 %.

In contrast, calibration of the S-type pitot tube does not meet the performance requirements for
majority of the measurements. We observe that standard uncertainty of calibration coefficient K
varies from ±3 % for ∆p = 4 Pa to ±1 % for ∆p = 114 Pa, see Appendix C. Calibration of the S-type
pitot tube is insufficiently accurate for this experimental study according to standard EN ISO 16911-
1 [49]. From the uncertainty budget (Table 6.3), we observe that uncertainty of calibration constant K
can be reduced through more accurately controlled calibration with reduced uncertainty in mean
velocity uz and differential pressure ∆p.

Additionally, uncertainty of the differential pressure reading device does not meet the performance
requirements. The standard uncertainty of differential pressure ∆p is ±0.6 Pa (Table 6.5). To meet
the performance requirements in standard EN ISO 16911-1 [49], the differential pressure across the
S-type pitot tube should be larger than 60 Pa. This is true for only four of the measurements, see
Appendix C.

Table 6.7: Performance requirements during field measurements from EN ISO 16911-1 [49].

Parameter Criterion

Angle of pitot to flow (yaw) < 15◦

Angle of pitot to measurement plane (pitch) ≤ 10◦

Stack internal diameter < 2 % of value
Uncertainty in pitot calibration ≤ 1 % of value

Uncertainty in differential pressure reading device ≤ 1 % of value
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Measurement performance in narrow stacks is restricted by large uncertainty in the differential pressure
reading device. In general, bulk velocities in narrow exhaust stacks vary between 2 m/s and 10 m/s.
The differential pressure across an S-type pitot tube is small at these low flow velocities. Differential
pressure reading devices have a high relative uncertainty for low measurement values. This effects
not only the field measurements but also calibration. Its high uncertainty is propagated through the
mathematical model of calibration and contributes to a high uncertainty of calibration coefficient K.

The present experimental study illustrates that the performance requirements in standard EN ISO
16911-1 [49] may not be achievable for field measurements in narrow stacks. We suggest a measurement
campaign to assess the performance of S-type pitot tube measurements in narrow stacks. Further
research will show if the performance requirements in standard EN ISO 16911-1 [49] are realistic for
measurements in narrow stacks or have to be adjusted.

6.3 Experimental Results

In this section, the results of the S-type pitot tube measurements are presented. The experimental data
is referenced to standard laboratory conditions as discussed in Section 6.2.2. Whereas parameters at
standard laboratory conditions are denoted by superscript∗ in Section 6.2.2, the superscript notation
is omitted in this section. The uncertainties of measured parameters (Table 6.5) and calibration are
included in the uncertainty of the presented measurands. Reference LES data of undisturbed pipe
flow is obtained with the Smagorinsky sub-grid scale model and a mesh of approximately 4.9 million
cells (h1), see Chapter 4 for further details.

Figure 6.6 shows the mean velocity measured with the S-type pitot tube at several distances from
the wall of the pipe. Note that no correction for blockage is required since mean velocity uz, as well
as bulk velocity ubulk, are affected by blockage. The vertical error bars show the uncertainty of the
velocity measurements, and the horizontal error bars show the uncertainty of the positions of the pitot
tube. The experimental data is compared to the reference Gersten and Herwig profile [44] and LES
data of undisturbed pipe flow. At the pipe center, the measurement results are consistent with the
reference profile and LES data. In contrast, the experimental observations in the near wall region are
inconsistent with the reference profile and LES data. Mean velocity uz is underestimated in the near
wall region.

By considering the reference Gersten and Herwig profile [44] as true value of the mean velocity, the
relative error of the pitot tube measurements is computed, and presented in Figure 6.7. The error bars
are not included in this graph for clarity of the figure. The graph shows that the relative experimental
error is approximately ±2 % in the pipe center and approximately −20 % close to the wall. Overall,
the results suggest that the relative error is independent of bulk velocity ubulk.

Note that the absolute error of the measurements at 1−r/R = 0.04 and 1−r/R = 0.06 are significantly
lower for ubulk = 3.14 m/s than for other bulk velocities. The differential pressure across the S-type
pitot tube of these measurements is ∆p = 3.88 Pa and ∆p = 4.44 Pa, respectively. These values are
lower than the requirement ∆p > 5 Pa in standard EN 15259 [39]. Surprisingly, this results in a lower
absolute error than the errors of other experimental observations at these locations that do fulfill the
requirement.

Prior to discussing blockage, shear, and wall proximity effects, other sources of measurement error are
considered. One of the sources for measurement error may be misalignment of the pitot tube with
flow direction. Including a correction for yaw angle β of the pitot tube in (3.10), following the practice
of Bryant et al. [10], gives

uz = K cos (β)

√
2∆p

ρ
. (6.15)

Note the similarity of correction factor cos(β) for yaw in (6.15), and the correction factor cos(α) for
swirl in (3.5). Both factors compensate for the orifices of the pitot tube not being aligned perpendicular
to the direction of the flow. As mentioned in Section 6.1, we estimate an uncertainty of yaw angle β of
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0.0 0.2 0.4 0.6 0.8 1.0
1 r/R

0.0

0.2

0.4

0.6

0.8

1.0

1.2

u z
/ u

bu
lk

(d) ubulk = 9.66m/s

Figure 6.6: Mean velocity uz/ubulk as function of 1 − r/R. Circle: S-type pitot tube measurements;
solid line: Gersten and Herwig reference profile [44]; dashed line: LES for ubulk = 3.333 m/s.

±5◦. Assuming estimated maximum yaw angle β = 5◦, results in an estimated error of the measured
velocity uz of −1 %. Moreover, the pitot tube measurements may be affected by air leakage at the
sampling port or further upstream in the pipe. We make a conservative estimate of a possible leak
by assuming a hole with a radius of 1 cm in the pipe configuration. This results in an estimated loss
of volume flow rate Q of −1 %.

Finally, increased wall roughness at the sampling port may have influenced the mean velocity profile,
see Figure 3.3. We observe lower mean velocities at the pipe wall consistent with increased wall
roughness, however, the mean velocity at the pipe center is not higher. This suggests that the mean
velocity profile is not altered due to increased wall roughness. We conclude that the measurement
errors shown in Figure 6.7 may partly be caused by misalignment of the pitot tube and air leakage
in the pipe configuration. However, considering the large measurement error in the near wall region,
shear and wall proximity effects are expected to dominate over other sources of measurement error.
The influence of blockage, shear, and wall proximity effects are discussed in the subsequent sections.
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Figure 6.7: Relative error [%] of mean velocity uz/ubulk as function of 1 − r/R. Full circle: ubulk =
3.14 m/s; full square: ubulk = 4.83 m/s; open circle: ubulk = 7.56 m/s; open square: ubulk = 9.66 m/s;
dotted line: exponential fit.

6.3.1 Blockage

The impact of blockage on measurement uncertainty is studied by pitot tube measurements at the
pipe center. At this location, no impact of shear or wall proximity effects are expected to influence
the measurement result. As discussed in Section 3.1, the pitot tube should not obstruct more than
5 % of the measurement plane according to standard EN ISO 16911-1 [49]. The area of the pipe is
A = 0.0318 m2, and the frontal area of the pitot tube is Apitot = 0.0006 m2 when positioned at the
pipe center. This results in a blockage of approximately 2 % of the measurement plane by the pitot
tube, which is well within the requirements in standard EN ISO 16911-1 [49].

Applying a correction for blockage (3.13) to the mean velocity measurements at the pipe center results
in a reduction of −2 %. Table 6.8 shows the corrected (denoted by superscript′) and uncorrected
results of mean velocity measurements at the pipe center, and the mean velocity of the reference
Gersten and Herwig profile [44] denoted by uz,ref . The effectiveness of blockage correction cannot

Table 6.8: Blockage correction of S-type pitot tube measurement at the pipe center.

Bulk velocity Gersten and Herwig [44] Uncorrected velocity Corrected velocity
ubulk [m/s] uz,ref [m/s] uz [m/s] u′z [m/s]

3.14 3.85 3.87± 6.4 % 3.80± 7.6 %
4.75 5.76 5.80± 4.3 % 5.69± 5.8 %
7.56 9.10 8.97± 2.4 % 8.80± 4.7 %
9.67 11.59 11.42± 2.2 % 11.20± 4.5 %
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be evaluated with the present experiment since the absolute correction is smaller than the range of
measurement uncertainty. The evaluation of blockage correction will require that the uncertainty of
the measurements is reduced by more carefully controlled experiments.

6.3.2 Shear and wall proximity effects

It is known that certain corrections are needed to obtain accurate velocity measurements in the
boundary layer using pitot tubes [69]. Only corrections for L-type pitot tubes have been developed to
date, see Section 3.2.1. We apply the corrections for L-type pitot tubes developed by MacMillan [68]
to the measurement results of the S-type pitot tube. Figure 6.8 shows the corrected measurement
results for ubulk = 4.83 m/s. The correction for shear displaces the measurement result towards the
center of the pipe, whereas the correction for wall proximity increases the mean velocity result. We
observe that the corrections are smaller than the estimated measurement error.

Though shear and wall proximity effects are expected to affect S-type pitot tube measurements in
the boundary layer, the present experimental study shows that the corrections developed for L-type
pitot tubes do not suffice for S-type pitot tube measurements. This suggests that S-type pitot tube
measurements are more strongly influenced by shear and wall proximity effects than L-type pitot tube
measurements. This may be expected since the L-type pitot tube is a finer instrument than the S-type
pitot tube.

Figure 6.7 includes an exponential fit of the relative measurement error (excluding measurements of
∆p < 5 Pa) as function of distance from the wall. The relative error reduces from approximately
−25 % near the wall to 0 % in the pipe center. For further research, the measurement error may
be investigated for different field measurements conditions in narrow exhaust stacks, such as stack
diameters, bulk velocities, orifice sizes, among others. Comparison of resulting exponential fits of
measurement error data may form the basis for development of corrections for shear and wall proximity
effects for S-type pitot tube measurements.
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Figure 6.8: Mean velocity uz/ubulk as function of 1 − r/R (ubulk = 4.83 m/s). Circle: S-type pitot
tube measurements; diamond: S-type pitot tube measurements corrected for shear and wall proximity
following MacMillan [68]; solid line: Gersten and Herwig profile [44].
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6.4 Final remarks

In this chapter, we discussed the experimental results of S-type pitot tube measurements at several
distances from the wall of a narrow stack (i.e. pipe). The present experimental study does not meet
the performance requirements in standard EN ISO 16911-1 [49]. The high uncertainty of differen-
tial pressure reading devices contribute to high measurement uncertainty in narrow stacks. Further
research is needed to investigate if performance requirements in standard EN ISO 16911-1 [49] are
achievable for measurements in narrow stacks with characteristic bulk velocities up to 10 m/s.

We observed high measurement errors close to the wall. The present study suggests that shear and
wall proximity effects dominate over other sources of measurement error in the this region. Further
research is needed to develop corrections for shear and wall proximity effects by S-type pitot tube
measurements in the near wall region. In further research, different boundary conditions such as other
S-type pitot tube dimensions, stack diameters, bulk velocities, among others, can be be investigated.

In the present experimental study, we observe the smallest measurement error and uncertainty in the
center of the pipe. For field measurements, we recommend to measure the mean velocity at the center
of narrow exhaust stacks, and apply a correction factor F to approximate bulk velocity ubulk, such
that

ubulk ≈ F uz|r=0. (6.16)

We expect this method to have the smallest possible measurement error and uncertainty. Furthermore,
this method is less time-consuming than conducting multiple measurements across a sampling plane.
Further research is required to determine a suitable value for correction factor F . Based on the
reference Gersten and Herwig profile [44]: F ≈ 0.82.

Fully developed flow conditions are required for the proposed measurement method (6.16). We note
that the location of maximum mean velocity is shifted in swirling flows. Consequently, the proposed
measurement method will under-estimate the volume flow rate in case of swirl. Furthermore, mean
velocity uz may need to be corrected for blockage. The uncertainty of the present experimental results
in this chapter are, however, too high to evaluate the effectiveness of blockage correction.
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Chapter 7

Conclusion and Recommendations

In support of recent EU regulations for emissions from medium-size combustion plants, we investi-
gated the uncertainty of flow measurements by S-type pitot tubes in narrow exhaust stacks. Current
Standard Reference Methods (SRM) for measurement of volume flow rates within exhaust stacks,
EN ISO 16911 [49] and EN 15259 [39], have been developed and validated for measurements within
exhaust stacks of large-size combustion plants. We use numerical simulations and experiments to
characterize the flow field and investigate the impact of blockage and wall effects on measurement
uncertainty. Accurate measurement of emissions is key to effective control and reduction of air pollu-
tion. The results of this thesis contribute to the development of standardized measurement methods
for mass emissions from medium-size combustion plants.

S-type pitot tube measurements are conducted in a section of the exhaust stack where homogeneous
flow conditions can be expected. We use Large Eddy Simulation (LES) to model fully developed
turbulent flow at Reynolds number ReD = 44, 000 in a pipe of diameter D = 0.2 m. We investigate
two subgrid-scale models: the Smagorinsky model and the WALE model. Numerical uncertainty of
the LES flow is determined with the Least Squares version of the GCI method. Our results show
that uncertainty of the friction factor on the finest mesh is approximately 40 %. Furthermore, the
uncertainty of the mean velocity on the finest mesh reaches 11 %. The LES flow is under-resolved,
however, further grid refinement is beyond current engineering possibilities due to high computational
cost.

We validate our LES results on the finest mesh with DNS data by Wu and Moin [104] and experimental
data by den Toonder and Nieuwstadt [17] of fully developed turbulent pipe flow. In short, the mean
velocity profile is estimated reasonably well, the prediction of the shear stresses is excellent, and the
general trend of the turbulent intensities is captured by the LES. The majority of our results are
typical for under-resolved LES flow. As expected, the impact of the choice of subgrid-scale model
decreases with grid refinement, and the differences between the Smagorinsky model and WALE model
are negligible on the finest mesh. We do observe inexplicable behaviour in the near wall region for
the Smagorinsky subgrid-scale model, which we suspect is caused by Van Driest damping.

We use the results of fully developed turbulent flow as inlet condition to a pipe flow simulation ob-
structed by an S-type pitot tube. We simulate the flow field for a measurement at wall-distance
y = 10 mm. Despite simplifying the geometry of an S-type pitot tube to a cylinder, the LES crashes.
As alternative, we study a RANS simulation of fully developed turbulent pipe flow obstructed by a
cylinder. We observe some characteristic flow structures downstream from the cylinder. The stream-
lines suggest that S-type pitot tube measurements under-estimate the flow velocity in the near wall
region. We estimate an error of approximately −1.2 % for flow velocity measurements at wall-distance
y = 10 mm. We note that the error by geometry approximation may dominate the shear and wall
proximity effects.

Numerical ’calibration’ of the cylinder in our simulations gives typical values for the calibration
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coefficient of an S-type pitot tube. This suggests that our simulation setup is suitable for future
uncertainty propagation studies. Monte Carlo methods and polynomial chaos methods may be used to
study the impact of uncertainty sources such as swirl and blockage on S-type pitot tube measurements
within narrow exhaust stacks. This study illustrates that current LES is computational expensive
and sensitive to mesh quality. For the large number of model evaluations required for uncertainty
propagation studies, we recommend to use RANS. We suggest to try simulating the flow around the
exact geometry of an S-type pitot tube to reduce error by geometry approximation.

We conduct S-type pitot tube measurements at bulk velocities up to ubulk = 10 m/s in the flow
laboratory of VSL. We measure the flow velocity at several distances from the wall of a pipe of
diameter D = 0.2 m. Calibration uncertainty and experimental uncertainty are determined with
sensitivity methods. Uncertainty of the velocity measurements ranges from ±3 % to ±17 %. The
largest contributions to the uncertainty are calibration of the S-type pitot tube, and the differential
pressure reading device. The latter has a high measurement uncertainty for low flow velocities typical
in narrow exhaust stacks. The S-type pitot tube measurements do not meet all the performance
criteria for field measurements in standard EN ISO 16911 [49]. We suggest a measurement campaign
to investigate realistic performance requirements for differential pressure measurements in narrow
exhaust stacks.

By considering the reference Gersten and Herwig profile [44] as true value of the mean velocity, we
compute the error of the S-type pitot tube measurements. We observe that the relative measurement
error decreases from approximately −25 % near the wall to roughly 0 % in the center of the pipe, and
is independent of bulk velocity. At wall-distance y = 10 mm, the estimated error is approximately
−17 %, which is much larger than the estimated error of −1.2 % by the RANS simulation. We estimate
that misalignment of the S-type pitot tube and air leakage may have contributed to the measurement
error by roughly −1 % each. Our results suggest that shear and wall proximity effects dominate
over other sources of measurement error in the near wall region. Further experimental studies are
required to investigate if the exponential fit through the measurement error data is also observed under
different conditions, such other S-type pitot tubes, exhaust stack diameters, flow laboratories, among
others. The uncertainty of the present experimental results is too large to evaluate the effectiveness
of blockage correction.

For field measurements, we recommend to measure mean velocity uz at the stack center, and apply a
correction factor F to approximate bulk velocity ubulk, such that volume flow rate Q is computed by

Q = ubulkA ≈ F uz|r=0A, (7.1)

where A is the cross-sectional area of the narrow exhaust stack. Our results suggest that this method
has the smallest possible measurement error and uncertainty. Moreover, this method is less time-
consuming than conducting multiple measurements across a sampling plane. Further research is
required to validate this method with field measurements, and to determine a suitable value for
correction factor F .
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Appendix A

Grid Convergence Index (GCI)

The Grid Convergence Index (GCI) is commonly used to estimate discretization uncertainty udiscr.
This Appendix gives a step-by-step guide for the classical approach based on research by Roache [78],
and the Least Squares version of the GCI pioneered by Eça and Hoekstra. Note that this thesis follows
the practice of Eça and Hoekstra in [23], earlier publications (for example [22]) advocate a slightly
different way of estimating discretization uncertainty udiscr.

A.1 Classical GCI

Step 1: Define a representative cell, mesh, or grid size h. For example, for a three-dimensional grid

hi =

(
V

N

)1/3

, (A.1)

where V is the volume of the grid and N is the total number of cells in the grid.

Step 2: Select a set of three grids, h1 < h2 < h3, with a grid refinement factor r so that

r21 =
h2

h1
> 1.3 and r32 =

h3

h2
> 1.3. (A.2)

Determine the values of key variables ϕ important to the objective of the simulation study.

Step 3: Compute the differences ε32 = ϕ3−ϕ2 and ε21 = ϕ2−ϕ1. The observed order of convergence
p is calculated by

p =
1

ln(r21)

(
ln

∣∣∣∣ε32

ε21

∣∣∣∣+ q(p)

)
, (A.3a)

q(p) = ln

(
rp21 − s
rp32 − s

)
, (A.3b)

s = sgn

(
ε32

ε21

)
. (A.3c)

This set of equations is solved using fixed point iteration with the initial guess equal to q(p) = 0.

Step 4: Calculate the extrapolated values of the key variables, corresponding to the hypothetical
solution for h = 0

ϕ21
0 =

rp21ϕ1 − ϕ2

rp21 − 1
. (A.4)
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Step 5: Calculate the relative error

ea =

∣∣∣∣ϕ1 − ϕ2

ϕ1

∣∣∣∣, (A.5)

and the estimated extrapolated relative error

e21
0 =

∣∣∣∣ϕ21
0 − ϕ1

ϕ21
0

∣∣∣∣. (A.6)

The fine Grid Convergence Index is defined as

GCI21
fine =

Fs · e21
a

rp21 − 1
, (A.7)

where Fs denotes a safety factor. Roache [78] suggests that safety factor Fs = 1.25 results in a GCI
with a 95 % confidence interval. The GCI corresponds to discretization expanded uncertainty Udiscr.
The GCI is divided by coverage factor k to obtain discretization standard uncertainty udiscr by

udiscr =
Udiscr

k
=

GCI

k
. (A.8)

Alternatively to the approach by Roache, Celik and Karatekin [12] add an additional absolute sign to
(A.3)

p =
1

ln(r21)

(∣∣∣∣ln ∣∣∣∣ε32

ε21

∣∣∣∣+ q(p)

∣∣∣∣) , (A.9)

to avoid negative values of p and ensure extrapolation towards h = 0.

A.2 Least Squares version of GCI

This method is based on power series expansions that neglect higher-order terms and assume that key
variable ϕ has at least second-order derivatives. It also assumes that the lowest-order schemes used
in the discretization are first or second-order accurate.

Step 1: Define a representative cell, mesh, or grid size h likewise Step 1 of the classical GCI method
and determine the key variables ϕ important to the objective of the simulations study.

Step 2: Solve

δRE = αhpi ,

in the least-squares sense with and without weights to obtain δRE, p, and the standard deviation σRE

of the two fits.

Step 3: Estimate discretization error δdiscr, and standard deviation σ, by following the method appli-
cable to the observed order of grid convergence p:

• If any of fits exhibits 0.5 ≤ p ≤ 2, then δdiscr = δRE. If both fits exhibit 0.5 ≤ p ≤ 2, the value
of δRE selected corresponds to the fit with the smallest standard deviation.

• If the observed order of grid convergence p ≥ 2, solve

δ1 = αhi,

and

δ2 = αh2
i ,

in the least-squares sense with and without weights, and standard deviations σ of the four fits.
Discretization error δdiscr is obtained from the fit that exhibits the smallest standard deviation.
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• If the observed order of grid convergence p ≥ 2, solve

δ1 = αhi,

δ2 = αh2
i ,

and
δ12 = α1hi + α2h

2
i ,

in the least-squares sense with and without weights, and standard deviations σ of the six fits.
Discretization error δdiscr is obtained from the fit that exhibits the smallest standard deviation.

Step 4: Determine a data range parameter

∆discr =
(ϕi)max − (ϕi)min

n− 1
,

to assess the quality of fit used to obtain error estimate δdiscr.

Step 5: Determine safety factor Fs:

• If 0.5 ≤ p < 2.1 and σ < ∆discr: Fs = 1.25,

• Otherwise: Fs = 3.

The safety factor is chosen as Fs = 1.25 if the error estimate is deemed reliable, else Fs = 3.

Step 6: Obtain the uncertainty from error estimate δdiscr, and safety factor Fs using the values of σ
and ∆discr to distinguish between ”good” and ”bad” error estimation:

• For σ < ∆discr (”good” error estimation):

Udiscr(ϕi) = Fs|δdiscr(ϕi)|+ σ + |ϕi − ϕfit|,

• For σ ≥ ∆discr (”bad” error estimation):

Udiscr(ϕi) = 3
σ

∆discr
(|δdiscr(ϕi)|+ σ + |ϕi − ϕfit|) ,

where ϕfit is the value obtained from the fit for the same grid density as the real data point.

Weights

The weighted approach gives more value to the finer than to the coarser grids. For the weighted
approach determine

wi =
1
hi∑n
i=1

1
hi

, (A.10)

and for the non-weighted approach determine

wi =
1

n
, (A.11)

guaranteeing that
∑n
i=1 wi = 1.

Single term expansion with unknown order of grid convergence

ϕ0 and α are determined from the minimum of the function

SRE(ϕ0, α, p) =

√√√√ n∑
i=1

wi (ϕi − (ϕ0 + αhpi ))
2
, (A.12)

that is obtained from
∂SRE

∂ϕ0
= 0,

∂SRE

∂α
= 0,

∂SRE

∂p
= 0. (A.13)
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This leads to a system of non-linear equations

ϕ0 =

n∑
i=1

wiϕi − α
n∑
i=1

wih
p
i , (A.14a)

α =

∑n
i=1 wiϕih

p
i − (

∑n
i=1 wiϕi) (

∑n
i=1 wih

p
i )∑n

i=1 wih
2p
i − (

∑n
i=1 wih

p
i ) (
∑n
i=1 wih

p
i )
, (A.14b)

n∑
i=1

wiϕih
p
i log (hi)− ϕ0

n∑
i=1

wih
p
i log (hi)− α

n∑
i=1

wih
2p
i log (hi) = 0, (A.14c)

that is solved iteratively by a false position method for observed order of grid convergence p. Its
standard deviation is given by

σRE =

√∑n
i=1 nwi (ϕi − (ϕ0 + αhpi ))

2

n− 3
. (A.15)

Single term expansion with first-order term

ϕ0 and α are determined from the minimum of the function

S1(ϕ0, α) =

√√√√ n∑
i=1

wi (ϕi − (ϕ0 + αhi))
2
, (A.16)

that is obtained from
∂S1

∂ϕ0
= 0,

∂S1

∂α
= 0. (A.17)

This leads to a system of linear equations[
1

∑n
i=1 wihi∑n

i=1 wihi
∑n
i=1 wih

2
i

] [
ϕ0

α

]
=

[ ∑n
i=1 wiϕi∑n
i=1 wiϕihi

]
(A.18)

that has standard deviation given by

σ1 =

√∑n
i=1 nwi (ϕi − (ϕ0 + αhi))

n− 2
. (A.19)

Single term expansion with second-order term

ϕ0 and α are determined from the minimum of the function

S2(ϕ0, α) =

√√√√ n∑
i=1

wi (ϕi − (ϕ0 + αh2
i ))

2
, (A.20)

that is obtained from
∂S2

∂ϕ0
= 0,

∂S2

∂α
= 0. (A.21)

This leads to a system of linear equations[
1

∑n
i=1 wih

2
i∑n

i=1 wih
2
i

∑n
i=1 wih

4
i

] [
ϕ0

α

]
=

[ ∑n
i=1 wiϕi∑n
i=1 wiϕih

2
i

]
(A.22)

that has standard deviation given by

σ2 =

√∑n
i=1 nwi (ϕi − (ϕ0 + αh2

i ))

n− 2
. (A.23)
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Two-term expansion with first and second-order terms

ϕ0, α1, and α2 are determined from the minimum of the function

S2(ϕ0, α1, α2) =

√√√√ n∑
i=1

wi (ϕi − (ϕ0 + α1hi + α2h2
i ))

2
, (A.24)

that is obtained from
∂S12

∂ϕ0
= 0,

∂S12

∂α1
= 0,

∂S12

∂α2
= 0. (A.25)

This leads to a system of linear equations 1
∑n
i=1 wihi

∑n
i=1 wih

2
i∑n

i=1 wihi
∑n
i=1 wih

2
i

∑n
i=1 wih

3
i∑n

i=1 wih
2
i

∑n
i=1 wih

3
i

∑n
i=1 wih

4
i

ϕ0

α1

α2

 =

 ∑n
i=1 wiϕi∑n
i=1 wiϕihi∑n
i=1 wiϕih

2
i

 (A.26)

that has standard deviation given by

σ12 =

√∑n
i=1 nwi (ϕi − (ϕ0 + α1hi + ϕ2h2

i ))

n− 3
. (A.27)
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Appendix B

Calibration Certificate
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Appendix C

S-type Pitot Tube Measurement
Results

Wall
distance

Volume
flow rate

Differential
pressure

Atmospheric
pressure

Temperature Calibration
coefficient

Uncertainty
calibration
coefficient

y [mm] Q [m3/s] ∆p [Pa] P [Pa] T [K] K [−] U(K) [−]

4 0.1010 3.88 100531 292.92 0.807 ±0.0426
6 0.1010 4.44 100514 292.92 0.807 ±0.0424
10 0.1010 5.09 100475 292.91 0.807 ±0.0421
16 0.1009 5.88 100445 292.94 0.807 ±0.0417
25 0.1009 7.98 100408 292.95 0.808 ±0.0408
40 0.1010 9.35 100518 292.94 0.808 ±0.0402
100 0.1010 13.70 100527 292.91 0.809 ±0.0382

4 0.1556 8.58 100529 292.92 0.808 ±0.0405
6 0.1556 9.88 100509 292.91 0.808 ±0.0399
10 0.1555 12.16 100472 292.91 0.809 ±0.0389
16 0.1554 14.48 100445 292.94 0.810 ±0.0379
25 0.1554 18.81 100408 292.95 0.811 ±0.0359
40 0.1555 22.66 100515 292.94 0.812 ±0.0342
100 0.1525 30.34 100526 292.93 0.814 ±0.0308

4 0.2430 20.73 100526 292.96 0.811 ±0.0351
6 0.2430 24.88 100502 292.96 0.812 ±0.0332
10 0.2430 27.99 100469 292.98 0.813 ±0.0319
16 0.2430 36.54 100430 292.98 0.815 ±0.0280
25 0.2428 45.05 100407 293.02 0.818 ±0.0242
40 0.2429 54.70 100517 293.01 0.820 ±0.0200
100 0.2429 71.30 100542 293.00 0.821 ±0.0186

4 0.3107 36.31 100526 292.99 0.815 ±0.0345
6 0.3106 40.57 100499 292.98 0.815 ±0.0322
10 0.3105 47.06 100465 292.99 0.818 ±0.0285
16 0.3103 56.98 100420 293.01 0.820 ±0.0190
25 0.3102 69.58 100405 293.01 0.821 ±0.0186
40 0.3106 86.74 100515 293.00 0.822 ±0.0181
100 0.3105 114.99 100536 293.00 0.823 ±0.0172
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Wall
distance

Bulk
velocity

Mean
velocity

Non-dimensional
velocity

Uncertainty
non-dimensional

velocity

y [mm] u∗bulk [m/s] u∗z [m/s]
u∗
z

u∗
bulk

[−] U

(
u∗
z

u∗
bulk

)
[−]

4 3.14 2.06 0.65 ±0.11
6 3.14 2.20 0.70 ±0.10
10 3.14 2.36 0.75 ±0.10
16 3.14 2.53 0.81 ±0.09
25 3.14 2.95 0.94 ±0.09
40 3.14 3.20 1.02 ±0.09
100 3.14 3.87 1.23 ±0.08

4 4.84 3.06 0.63 ±0.06
6 4.84 3.29 0.68 ±0.05
10 4.84 3.65 0.75 ±0.05
16 4.84 3.99 0.82 ±0.05
25 4.83 4.55 0.94 ±0.05
40 4.84 5.00 1.03 ±0.06
100 4.75 5.80 1.22 ±0.06

4 7.56 4.78 0.63 ±0.04
6 7.56 5.24 0.69 ±0.04
10 7.56 5.57 0.74 ±0.04
16 7.56 6.38 0.84 ±0.04
25 7.55 7.10 0.94 ±0.04
40 7.56 7.85 1.04 ±0.03
100 7.56 8.97 1.19 ±0.04

4 9.67 6.35 0.66 ±0.03
6 9.67 6.72 0.70 ±0.03
10 9.66 7.26 0.75 ±0.03
16 9.65 8.01 0.83 ±0.03
25 9.64 8.87 0.92 ±0.03
40 9.67 9.90 1.02 ±0.03
100 9.67 11.42 1.18 ±0.03
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[59] Kolář, V. (2007). Vortex identification: New requirements and limitations. International Journal
of Heat and Fluid Flow, 28(4):638–652.

[60] Kondo, K., Murakami, S., and Mochida, A. (1997). Generation of velocity fluctuations for inflow
boundary conditions of LES. Journal of Wind Engineering and Industrial Aerodynamics, 67 &
68:51–64.

[61] Kravchenko, A. G., Moin, P., and Moser, R. (1996). Zonal embedded grids for numerical simu-
lations of wall-bounded turbulent flows. Journal of Computational Physics, 127:412–423.

[62] Laufer, J. (1954). The structure of turbulence in fully developed pipe flow. Report 1174. Technical
report, NACA.
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